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Abstract: Large-scale lifelines in seismic-prone regions very frequently cross areas that are charac-
terized by active tectonic faulting, as complete avoidance might be techno-economically unfeasible.
The resulting Permanent Ground Displacements (PGDs) constitute a major threat to such critical
infrastructure. The current study numerically investigates the crucial impact of soil deposits, which
usually cover the ruptured bedrock, on the ground displacement profile and the kinematic distress of
natural gas pipelines. For this purpose, a decoupled numerical methodology, based on Finite Element
Method (FEM), is adopted and a detailed parametric investigation is performed for various fault
and soil properties. Moreover, the advanced capabilities of Artificial Neural Networks (ANNs) are
utilized, aiming to facilitate the fast and reliable assessment of soil response and pipeline strains due
to seismic faulting, replacing time-consuming FEM computations. An extensive sensitivity analysis
is performed to select the optimal architecture and training algorithm of the employed ANNs for
both the geotechnical and structural parts of the decoupled approach, with suitable input and target
values related to bedrock offset, fault and soil properties, surface PGDs, and pipeline strains. The
proposed ANN-based approach can be efficiently applied by practice engineers in seismic design
and route optimization of natural gas pipelines.

Keywords: seismic faulting; fault rupture propagation; permanent ground displacements; kinematic
distress; gas pipelines; finite element method; artificial neural networks

1. Introduction

The constantly increasing demands on energy supplies and telecommunication has
led to the continuous development (i.e., design, construction, and operation) of large-scale
lifelines, such as high-pressure gas or—in the near future—hydrogen pipelines, as well
as telecommunication and energy (i.e., power transmission) cables. Lifelines constitute
critical and expensive facilities that extend for hundreds to thousands of kilometers, on-
shore and/or offshore. Consequently, lifelines often cross areas that are seismically active,
imposing a serious threat to their structural integrity and safe function. It is worth noting
that many severe failures of pipelines have been reported due to earthquake events [1].

Large-scale lifelines are vulnerable to soil deformations due to earthquake-related
geohazards, such as tectonic faulting, soil liquefaction, lateral spreading, and slope insta-
bilities, causing so-called Permanent Ground Displacements (PGDs). Since the complete
avoidance of seismic-prone areas that are susceptible to earthquake-triggered geohazards
is unavoidable and/or unfeasible due to environmental, technical, and financial reasons,
the accurate and reliable assessment of PGDs and the consequent distress of lifelines is a
topic of paramount importance.

Regarding the structural performance of buried pipelines subjected to the geohaz-
ard of seismic fault rupture, extensive analytical, numerical and experimental studies
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have been presented over the last decades. More specifically, Newmark and Hall [2],
Kennedy et al. [3], and Wang and Yeh [4] pioneered the analytical investigation of the fault–
pipeline intersection problem. Numerical methodologies have been gradually developed,
typically based on the Finite Element Method (FEM), utilizing either coupled [5–8] or
decoupled [9–12] approaches, in which the pipeline and the surrounding soil (or rock) are
numerically simulated in unified or separate FE models (i.e., one for the wider soil/rock
stratum and one for the pipeline), respectively. The pipe–soil interaction is simulated
in coupled FEM utilizing appropriate contact elements, whereas in decoupled FEM via
bi-linear soil springs or interface elements that transfer the PGDs from the soil FE model
and impose them to the pipeline. More advanced numerical methodologies have also been
developed, taking into account the surrounding soil irregularities, the non-linearities of
pipe–soil interaction, as well as the crucial role of pipeline service loads [13–15]. On the
other hand, full-scale tests [16,17] and—less demanding and more cost effective—small-
scale physical experiments [6,18], as well as centrifuge tests [19,20] have been performed to
evaluate the critical role of several factors (e.g., fault, pipeline, and soil characteristics) on
the structural performance of a pipeline subjected to tectonic faulting.

The fact that widely-applicable international guidelines and norms, such as ASCE
guidelines [21], American Lifelines Alliance [22], and Eurocode 8 [23], have been developed
for the design of pipelines facing the earthquake-induced geohazard of fault rupture
highlights the significance of the fault–pipe intersection problem. However, the problem
of fault–pipe intersection considering the presence of soft soil layer(s) that usually cover
the rigid bedrock has not been addressed in the majority of the aforementioned studies,
as it is usually considered that the pipeline is—rather unrealistically—laid directly on
bedrock (Figure 1). Nonetheless, the overlying soil cover, with thickness varying from tens
to hundreds of meters depending on local site conditions, may have a critical impact on
aboveground or buried gas pipelines. In general, seismic fault rupture, which occurs in
the stiff Earth’s crust, is directly related to abrupt bedrock displacements that very often
propagate through overlying soil deposit(s) and may even reach the ground surface, thus
posing a serious threat to large-scale lifelines (Figure 2). Hence, it becomes evident that the
problem of fault–pipe intersection may be considerably affected not only by fault rupture,
but also by the related phenomena of fault rupture propagation and fault outcropping.

Figure 1. Pipeline laid directly on bedrock, subjected to fault rupture.

Figure 2. Pipeline buried inside a soil layer, subjected to fault rupture.

Nonetheless, the impact of overlying soil strata on buried pipelines that cross active
seismic faults has not attracted intense research interest up to now. Tsatsis et al. [6] have
numerically and experimentally investigated: (i) the phenomenon of fault rupture prop-
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agation considering a cohesionless soil cover, and (ii) the associated distress of a buried
pipeline subjected to dip-slip faulting. Similarly, Fadaee et al. [7] conducted a detailed
numerical investigation regarding the impact of pipe thickness and burial depth, as well
as overlying soil layer thickness, on the structural performance of buried steel pipelines
subjected to reverse faulting. In related studies of authors’ group (Makrakis et al. [24,25]),
a series of decoupled numerical analyses have been performed, taking into account the
presence of soft soil layers that cover the rigid bedrock. The ground surface inclination,
which is directly related to the developed PGDs, has been associated with fault dislocation
level [24]. A similar methodology has been developed to realistically capture the kinematic
distress of buried steel pipelines, in terms of strains, due to fault rupture propagation
and outcropping at ground surface [25]. Based on a regression analysis, suitable simple
relationships have been derived to correlate both the levels of ground surface inclination
and pipe distress with the earthquake magnitude, in terms of bedrock movement.

The literature review has revealed that the phenomena of fault rupture and fault
rupture propagation, as well as the problem of fault–pipe intersection, have been inves-
tigated by means of conventional numerical and experimental methodologies. Both are
undoubtedly subject to cost and time constraints, since a large number of computationally
demanding numerical analyses and/or space- and cost-demanding experimental programs
are required for a realistic and accurate examination of the problem at hand. Hence, an
efficient way to overcome potential difficulties and constraints is the application of Soft
Computing (SC) and Machine Learning (ML) techniques, as proposed in the current study.

Over the recent years, SC and ML techniques are becoming more widely applicable
due to the continuous developments of related methods and the increase of available
computational resources. Accordingly, SC and ML have emerged as a promising and
attractive alternative to conventional and time-consuming methodologies. In particular,
such techniques can easily capture the complex or even unknown non-linear relationship
between input and output variables of phenomena and problems characterized by mul-
tidisciplinary nature and uncertainties [26]. The inherent and distinct advantages of SC
and ML techniques, such as the increasing predictive performance and flexible model
interpretability, have been reported by several studies in a wide range of applications [27].
SC techniques have been utilized in infrastructure engineering applications [28,29], as well
as earthquake engineering problems [30,31]. On the other hand, ML has also been widely
used in structural engineering [32], soil mechanics [33], earthquake engineering [34,35], as
well as in geohazard detection, mapping, and risk assessment [36–40].

Artificial Neural Networks (ANNs), introduced by McCulloch and Pitts in 1943 [41],
constitute one of the most commonly used methods of ML. In general, ANNs can be
considered as a powerful tool capable of correlating specific input and output values via
linear or non-linear relationships [42]. The purpose of ANNs is to imitate the human brain
functioning via proper computational elements, known as neurons or nodes, which are con-
nected with transfer functions that define the links among them [43]. Due to their unique
characteristics, ANNs have been applied in many complex problems in various fields, such
as pattern recognition, decision-making, regression (function approximation/fitting), and
optimization. ANNs have been widely used in a variety of simple and more demanding
applications of structural engineering, including probabilistic reliability analyses and opti-
mization problems [44–46], engineering seismology [47], earthquake engineering [48–50]
and structural earthquake engineering [51,52], as well as geotechnical and geotechnical
earthquake engineering [53–58]. In general, ANNs have been successfully used in various
engineering problems because they can efficiently and reliably replace the computation-
ally demanding FEM calculations. Such surrogate metamodels can drastically reduce the
computational cost and provide fast predictions of the non-linear relationships between
the input and target values [59–63].

Research effort has been concentrated up to now on the assessment (i.e., susceptibility,
risk, and hazard analysis) of specific earthquake-related geohazards, such as slope stability
and soil liquefaction, as well as on the seismic response of buildings, embankments, and
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bridges. To the best of authors’ knowledge, ANNs have not been used for the simulation of
the geohazard of seismic fault rupture and the resulting pipeline kinematic distress due
to fault–pipe intersection. Hence, the main novelty of this work is the proposed ANN-
based metamodels, which aim to facilitate the reliable and accurate assessment of PGDs
and the resulting distress of buried steel pipelines, due to the fault rupture, fault rupture
propagation, and fault outcropping. For this purpose, dip-slip fault motion corresponding
to different loading conditions, as well as sandy overlying soil layers of varying thickness
and mechanical properties, have been considered. The extensive dataset developed from
the parametric investigation of authors’ relevant studies [24,25] is herein enriched with
additional FEM analyses. Subsequently, it is utilized to feed two separate ANNs, which are
created following the decoupled approach, to deal with the problem at hand. The industry
and engineering practice can significantly benefit from the proposed ANN-based approach
that can be efficiently utilized in the seismic design and route optimization of natural gas
pipelines, replacing time-consuming FEM analyses.

The rest of the paper is organized as follows: Section 2 contains a detailed description
of the utilized materials and methodologies. Firstly, the empirical correlation of earthquake
magnitude with bedrock displacement is sufficiently explained. Then, the FE mesh dis-
cretization, the boundary, and loading conditions of the proposed FE models, as well as
the structure of the employed ANNs, are described. Section 3 initially presents the results
of the detailed numerical investigation and, subsequently, describes the datasets used for
training ANNs. Furthermore, the results derived from the application of the developed
ANNs are presented by means of training evaluation metrics and duration. Section 4
discusses the results that have been obtained from the numerical modeling of fault rupture
propagation and fault–pipe intersection, and compares them with the related predictions
of the developed ANNs. Finally, Section 5 presents the main findings of the study, as well
as the limitations and the potential extensions of the proposed methodology.

2. Materials and Methods

Regarding fault rapture, the current study utilizes a well-established expression that
correlates earthquake magnitude with bedrock displacement. More specifically, Wells and
Coppersmith [64] developed a set of empirical relationships regarding the average and
maximum bedrock displacement due to fault rupture (AD and MD, respectively), and the
seismic intensity by means of the moment earthquake magnitude, M, as follows:

log(AD) = a + b ·M (1)

where the regression coefficients a and b are set equal to −4.80 and 0.69, with 0.36 standard
deviation, and 0.57 and 0.08 standard errors, respectively. It is worth noting that Equation
(1) is valid for M values ranging between 5.6 and 8.1 and AD from 0.05 to 8.0 m. In the
current investigation, quite high magnitude values (M = 6.5, 7.0, 7.5) have been used and
the resulting AD values of the bedrock offset are used in the numerical simulations.

2.1. Numerical Simulations

In general, during a seismic event, the rupture of an earthquake fault generates two
types of ground movement: permanent quasi-static offsets on the seismic fault itself,
and transient dynamic oscillations away from the fault, the so-called Permanent Ground
Displacements (PGDs) and Transient Ground Displacements (TGDs), respectively. The
latter are critical for structures with considerable mass (e.g., buildings and bridges) due
to the developed inertial forces, while the former may play a detrimental role in the
structural performance of lifelines (e.g., pipelines and cables) which have rather small
mass. Hence, considering that the seismic kinematic distress is the main concern for
pipelines, the problem of fault–pipe intersection can be realistically simulated by means of
quasi-static loading.

The phenomenon of fault rupture, along with the related phenomena of fault rupture
propagation and fault outcropping, as well as the problem of fault–pipe intersection, have
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been realistically simulated utilizing ABAQUS finite element software [65]. A decoupled
FE modeling approach has been employed, where the soil response due to fault rupture
has been quasi-statically simulated utilizing the Dynamic-Explicit module of ABAQUS. On
the other hand, the pipe–soil interaction has been modeled utilizing the Static-Standard
module of ABAQUS. These analysis modules have been selected to ensure numerical
stability of both models. It should be mentioned that the critical inertia effects play a key
role in dynamic analyses, and thus, to achieve reliable pseudo-static results, proper loading
rates have been selected by taking into account that the maximum kinetic energy of the FE
model should range between 5–10% of the total energy, as proposed by Ni et al. [66].

Figure 3 illustrates the proposed numerical model for the soil response due to fault
rupture. The suggestions of several researchers regarding FE model development and
analysis have been adopted herein [67–70]. In particular, a uniform soil stratum of thickness
H is assumed to cover the rigid bedrock and has been simulated in 2D plane-strain condi-
tions with four-node quadrilateral elements (type CPE4). Having performed an extensive
sensitivity analysis related to the minimization of undesired boundary effects, the width of
the FE model, B, has been selected equal to 4H or 8H, depending on H value. Additionally,
to achieve optimal numerical performance, a finer FE mesh discretization has been chosen
for the failure plane (i.e., at the middle of the FE model). Indicatively, Figure 3 depicts the
FE mesh discretization of a 50 m-thick soil layer.

Figure 3. FE mesh, loading and boundary conditions for a 50 m-thick soil layer.

The numerical analyses have been performed via two loading steps: a geostatic step,
in which gravity loads are applied; subsequently, a differential displacement at an angle α

(i.e., fault dip angle) parallel to the fault plane is imposed. Figure 3 displays the loading and
boundary conditions of the soil FE model. The hanging wall of the fault is represented by
moving the left side (vertical and bottom nodes) of the FE model parallel to the fault plane,
enforcing the specific level of fault offset, whereas the foot wall is simulated considering
fixed right bottom nodes and imposing roller boundary conditions at the right vertical side
of the FE model.

The two-node PIPE21 elements, known also as Timoshenko beam elements, have
been selected to numerically represent a pipeline with meticulously constructed welded
connections, which can be considered as continuous (i.e., not segmented). Pipe–soil in-
teraction has been simulated by means of PSI24 interaction elements along the axial and
vertical directions. PSI24 usually lead to more accurate and realistic results compared to the
conventional soil springs, consisting of four nodes. The two nodes are attached to the pipe,
while the other two represent the soil, thus facilitating the assessment of soil resistance. It
is noted that the pipeline can be modeled more accurately using shell elements and the
surrounding soil (or rock) stratum can be modeled with 3-D solid elements, while their
interaction can be simulated utilizing appropriate contact elements. Nonetheless, such
simulations require much higher computational cost; thus, they are not suitable for exten-
sive parametric investigations. Taking also into account the successful validation of both
numerical models in authors’ previous works with available experimental and numerical
results [11], they can be considered as adequate for the purposes of the current study.

Figure 4 provides a description of the employed numerical modeling of the pipeline
and pipe–soil interaction. In order to achieve optimal modeling and ensure numerical
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convergence, the pipe as well as the PSI elements have the same size as the soil elements
of the first FE model. Furthermore, a pipeline of typically infinite length is simulated to
ensure the minimization of undesirable effects of boundary conditions at the edges of the
FE model. The end of the pipeline, as well as the far-field PSI nodes towards the foot
wall soil block, are fixed, whereas the opposite end and the associated far-field PSI nodes
(i.e., towards the hanging wall) follow the fault movement. The PGDs along the axial and
vertical directions, which have been derived from the geotechnical FE model, are imposed
on the pipeline through the PSI elements, within a critical length equal to soil model width
(i.e., 4H or 8H).

Figure 4. Numerical modeling of a buried pipeline and pipe–soil interaction.

It is important to mention that soil non-linearities have to be suitably simulated
due to large levels of ground deformations for high seismic magnitude levels. Hence,
to realistically capture the non-linear soil response due to fault rupture, the elastoplastic
Mohr-Coulomb constitutive model with isotropic strain softening is adopted [68]. More
specifically, an elastic pre-yield soil behavior is assumed, whereas the Mohr–Coulomb
failure criterion is utilized to capture the post-peak soil response. Hence, in the employed
isotropic strain softening, the mobilized friction and dilation angles are linearly decreased
as the octahedral plastic shear strain, γp

oct, increases:

ϕ =

ϕp −
ϕp−ϕres

γ
p
f

γ
p
oct for 0 ≤ γ

p
oct < γ

p
f

ϕres for γ
p
oct ≥ γ

p
f

(2)

ψ =

ψp(1−
γ

p
oct

γ
p
f
) for 0 ≤ γ

p
oct < γ

p
f

ψres for γ
p
oct ≥ γ

p
f

(3)

where ϕ and ψ denote the friction and dilation angles, respectively. ϕp and ϕres correspond
to the ultimate mobilized (peak) and residual friction angles, while ψp and ψres are the
corresponding dilation angles, and γp

f represents the failure plastic octahedral shear strain
at the end of strain softening. The aforementioned soil constitutive model has been applied
in ABAQUS via a subroutine that has been developed by authors’ group [11]. Additionally,
the critical impact of scale effects on the failure plastic octahedral shear strain at the end of
strain softening has been successfully taken into account by setting the dFE/dB ratio equal
to the ratio of the real shear strain over the FE-computed shear strain [68], where dFE is the
FE mesh size and dB denotes the shear band thickness. Lastly, it is important to mention
that the accuracy of both numerical models has been verified utilizing the experimental
results of Anastasopoulos et al. [68] for the geotechnical model and Tsatsis et al. [6] for
the soil–pipe interaction model. More information on these validations can be found in
Chatzidakis et al. [11].

2.2. Artifical Neural Networks

A feedforward network architecture, also known as multi-layer perceptron (MLP) net-
work [71], has been selected for the purposes of the current study. In general, Feedforward
Neural Networks (FFNNs), which consist of the input, the hidden (or intermediate), and
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the output layers, are the most common ANN type. Their main characteristic is that they
update the information from the input variables to the output layer only in one direction,
without back connections (i.e., recurrent links between the layers) [72]. Although FFNNs
may include several hidden layers (the so-called “deep” networks), studies investigating
the role of ANNs on the earthquake-induced geohazards (e.g., [58]) have demonstrated
that the number of hidden layers has a marginal impact on the results. Hence, “shallow”
(having one or two hidden layers) feedforward NNs have been utilized herein, taking
advantage of the capabilities of the NN toolbox in MATLAB computational platform [73].

Due to their simpler structure compared to deep networks, shallow FFNNs consisting
of a single (Figure 5) or two (Figure 6) hidden layer(s) are characterized by faster train-
ing capabilities, less effort for parameter fine-tuning, and easier understanding of their
performance. Consequently, shallow NNs are suitable for relatively small datasets, such
as the ones used in the present study. Each layer contains a number of units, also known
as neurons, while the information is transmitted from one layer to the other via suitable
transfer functions [43]. Initially, the independent input variables (i.e., known data) are fed
into the input layer. The neurons of the input layer, which are directly related to the number
of input variables, receive the information and they transmit it to the hidden layer(s). The
latter play a crucial role, since they correlate the neurons of the input layer in order to define
the relationship among the input data. The information reaches the output layer, which is
connected with the hidden layer(s), and the results of the network are ultimately generated.

Figure 5. Feed Forward Neural Network consisting of a single hidden layer.

It is worth noting that all neurons between the neighboring layers are fully connected
to each other by weights and biases. In particular, the neurons of each layer multiply the
input values by weights and add the bias values. The sum of the weights and biases, n, is
then delivered to next layer through the transfer function, f(n). Sigmoid neurons have been
selected for the hidden layer(s), in which a standard log-sigmoid transfer function is used:

f (n) =
1

1 + e−n (4)

whereas a linear transfer function has been utilized for the output layer. These are the most
commonly used activation functions for NN-based earthquake engineering applications
due to their simple form and satisfactory performance (e.g., [34,47]).
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Figure 6. Feed Forward Neural Network consisting of two hidden layers.

Another important aspect when configuring ANN architecture is to define the number
of neurons of the hidden layer(s). If a small number of hidden neurons is selected, a
poor learning model might be created, incapable of obtaining the relationships between
the data, causing the so-called “underfitting” [74]. Conversely, increasing the number
of hidden neurons is not always the optimal solution. Although over-increasing hidden
neurons can lead to networks capable of efficiently solving more complex problems, the
generated networks may have the tendency to memorize the training data, thus causing
“overfitting”. As a consequence, the training information loss will be significantly reduced,
but the generated NNs will fail to perform well when they are fed with new data due to
the variance of model parameters [75]. Hence, it becomes evident that selecting the proper
number of hidden neurons constitutes a challenging issue when constructing a NN, since
there are only heuristic rules that can be adopted, depending on the special characteristics
of the examined problem. As a consequence, an extensive sensitivity analysis has been
performed varying the number of hidden layer(s) neurons, following the suggestions
reported in several studies [58,62,63,76].

In general, data division plays a key role in the generated network in order to avoid
underfitting or overfitting. The input dataset is divided into three subsets: training, where
the weights and biases of the network are computed, testing, and validation. In most cases
70–80% of the dataset is used for training the network, whereas the remaining 20–30% is
used to test its performance [58]. Herein, considering that the datasets are quite small, they
have been divided so that 80% is used for training, while the remaining 20% is equally
assigned to the validation and test subsets, respectively. Since the initial synaptic weights
are randomly set, the training process has been repeated a reasonable number of times.
More specifically, 30 independent (i.e., without keeping track of the other runs) trainings
sessions have been performed for each ANN architecture. In each re-training, the available
data are randomly distributed to form the 80%, 10%, 10% training, validation, and test
subsets. It is noted that training improvement techniques can been applied in future
extensions, e.g., due to their small size of the datasets, the validation set can also be used
during the training process as part of the training set, aiming to improve the generalization
capabilities of the metamodels [77].

Although many different training algorithms have been gradually developed, the
capabilities of shallow FFNNs in yielding better results are based on the backpropagation
process when applied to: (i) complex and non-linear problems, and (ii) incomplete and
ambiguous input variables [78]. More specifically, during the training session of a net-
work using back propagation algorithm, a comparison between the results of the NN and
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the target values is performed, and the resulting prediction errors are then layer-to-layer
propagated backwards to apply adjustments to the synaptic weights. Herein, the well-
known Levenberg–Marquardt (LM) backpropagation algorithm has been utilized, as it is
characterized by small training duration. It is noted that the application of LM might be
impractical for extremely large datasets [79]. Taking into account that NNs may lead to poor
predictions when adding new data, since they are prone to “overfitting”, several techniques
have been developed, such as regularization and “early stopping” [80]. The regularization
methodology, where the different features of the network are penalized by multiplication
with a factor, λ, has generally led to functional and less complex networks. The current
study has additionally adopted one of the most popular regularization methodologies,
known as Bayesian Regularization (BR). Although both LM and BR methodologies are
not so memory-efficient, since they are based on the Jacobian calculations, they are recom-
mended for most problems [80]. Particularly, for small and noisy datasets, BR is expected
to lead to a better solution, while it also increases the associated computational cost.

The role of backpropagation training process of each network is twofold: (i) to tune
the hyperparameters (i.e., the parts of the network that play a significant role in the final
accuracy and prediction capabilities of the NN), and (ii) to derive the model weights and
biases. Certainly, establishing the optimal structure and the optimal training process of a
network are very challenging topics, which may lead to unreliable (under- or over -fitted)
models, due to some deficiencies that characterize ANNs. Firstly, each network relies on
different “initial” conditions, i.e., different values on the initial weights and biases, while
each network provides different data on training, validation, and test sets. Thus, different
solutions may be obtained for the same problem. Therefore, for small and ambiguous
datasets, an adequate number of retraining sessions—as performed in the current study—
can be an efficient means to finetune network parameters, as well as to overcome the
problem of weight and biases initial conditions. Additionally, ANNs can be characterized
as “black-box” models, since there is not a clear understanding of their operation, and
subsequently, the final output cannot be easily explained and justified. Thus, the trial-and-
error approach constitutes a reasonable strategy to understand the results and assess the
performance of the generated NNs [62,76].

Lastly, several metrics have been utilized to assess the performance of the developed
NNs, such as time and space, as well as loss functions (i.e., performance functions). The
latter usually vary according to the learning task and the nature of the problem [81]. Mean
Squared Error (MSE), square Root of the Mean Squared Error (RMSE), as well as Mean Ab-
solute Error (MAE) constitute typical performance functions for the developed FFNNs [82]
and have also been used in this investigation. In particular, the overall performance of the
generated NNs has been evaluated by means of the RMSE and the coefficient of determina-
tion, R2, of the results. The lower the value of RMSE and the higher the value of R2, the
better the performance of the NN. More specifically, RMSE quantitatively indicates how
the predicted values (output) differ from the actual values (targets), whereas R2 ranges
between 0 and 1, and it is a reliable indicator of the linear relationship between the output
and target values [82]. Typically, RMSE and R2 are mathematically expressed as follows:

R2 = 1−

n
∑

i=1
(yi − y′i)2

n
∑

i=1
(yi − y)2

(5)

RMSE =

√√√√√ n
∑

i=1
(yi − y′i)2

n
(6)

where y and y’ denote the actual and predicted values, respectively; y is the average of the
actual values; and n represents the total number of data samples.
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3. Results

A series of FE analyses has been performed considering a dip-slip fault (i.e., normal
fault). Three levels of bedrock offset have been simulated, corresponding to earthquake
magnitude equal to M = 6.5, 7.0, and 7.5, while the resulting bedrock dislocation is com-
puted via Equation (1). Moreover, three dip angles, α, equal to 30◦, 45◦, and 60◦, have been
considered. An overlying soil layer with thickness, H, ranging between 20 m and 100 m,
has been assumed to cover the rigid bedrock. The specific M values cover adequately
the main purposes of the present study, e.g., for lower M, the pipe will not exhibit high
strain levels. Moreover, as it will be shown in the sequence, the ANNs provide quite
satisfactory results within this range of values of M, α, and H; thus, additional FE analyses
with intermediate values are not required. In addition, three idealized sand types, namely
Loose Sand (LS), Medium Sand (MS), and Dense Sand (DS), have been examined and their
mechanical properties are summarized in Table 1. In addition, the coefficient of lateral
earth pressure at rest has been set equal to K0 = (1 − sinϕ), whereas for simplicity, drained
conditions have been considered and the soil cohesion is equal to zero [83,84].

Table 1. Soil layer properties.

Sand Type Soil Density
(t/m3)

Elastic Modulus
1 (MPa)

Friction Angle
ϕp–ϕres (o)

Dilation Angle
ψp–ψres (o)

Loose 1.6 5 + 0.75 · z 30 0
Medium 1.8 10 + 1.5 · z 34–30 6–0

Dense 2.0 20 + 3 · z 39–30 11–0
1 Varying with respect to soil depth, z.

A continuous (i.e., with welded joints) steel gas pipeline of infinite length (i.e., a few
kilometers long) has been examined with realistic cross-section dimensions: diameter,
D = 0.9144 m (36 in), and thickness, t = 19.05 mm (0.75 in), and thus, ratio, D/t = 48, and
pipe burial depth, Hb = 2 m. The pipe steel material is characterized by the API 5L X65 steel
grade with Ramberg—Osgood plasticity, as follows:

ε =
σ

E
+

αrσ0

E

(
σ

σ0

)
(7)

where Young’s Modulus, E = 210 GPa; Poissons’ ratio, v = 0.3; yield stress, σ0 = 490 MPa;
hardening exponent, n = 20; and yield offset, αr = 1.0. In addition, an external pipe coating
corresponding to smooth steel has been used, i.e., related coefficient is set equal to 0.7.

In order to numerically simulate the problem of fault–pipe intersection via the de-
coupled numerical approach, the first FE model produces the PGDs, which have been
subsequently imposed on the pipeline in the second FE model. Hence, the second FE model
provides pipe distress in terms of strains (i.e., tensile, εt, and compressive, εc) at the top
or bottom of the pipe cross-section, due to the combined axial loading and bending due
to fault rupture propagation and potential outcropping. It is noted that the maximum
tensile strain is the maximum positive strain, whereas the maximum compressive strain is
the maximum absolute negative strain. Certainly, compressive strains are more critical as
they can cause buckling of thin steel pipelines. Additionally, the case where the pipeline
is (rather unrealistically) laid directly on the bedrock has been simulated for comparison
with the results corresponding to various soil conditions. Finally, it is worth noticing that
the worst-case scenario has been examined, i.e., by considering an unpressurized pipeline
(internal pressure is set equal to 0 kPa).

The following graphs present indicative results from the detailed parametric investi-
gation that has been performed. In particular, Figure 7 displays the impact of overlying soil
properties on fault rupture propagation and outcropping, by means of plastic deformations.
Figure 8a presents the resulting displacement profiles in terms of the ratio x/H, where x de-
notes the location along the horizontal axis of the FE soil model. The vertical axis indicates
the total displacement, d, which has been calculated by means of the differential horizontal
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and vertical displacements, dx and dy, respectively, by: d =
√

dx2 + dy2. Figure 8b depicts
the impact of different overlying soil types on the resulting compressive strains of the
pipeline.

Figure 7. FE results of fault rupture, fault rupture propagation, and fault outcropping.

Figure 8. Impact of soil properties on: (a) the PGDs at the surface; (b) pipe compressive strains.
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Two databases have been developed from the input and the output values of the
numerical analyses for both FE models, namely a “geotechnical database” and a “structural
database”, in the form of 108 × 6 and 108 × 4 matrices, respectively. In both matrices, the
108 rows contain the data and the results of the conducted numerical analyses for all the
cases examined for various combinations of input variables values, i.e., 108 in total. As far
as the “geotechnical database” is concerned, the six columns of the matrix represent the
soil layer thickness (H = 0, 20, 50, 100 m), the fault dip angle (α = 30◦, 45◦, 60◦) the sand
type (LS, MS, DS), the earthquake magnitude (M = 6.5, 7.0, 7.5), and the resulting PGDs
along the surface scarp, i.e., the absolute maximum horizontal and vertical differential
displacements, dx and dy, respectively. Regarding the “structural database”, the first two
columns of the matrix are related to the PGDs in terms of maximum dx and dy at the
surface, as computed from the numerical simulations, while the remaining columns list
the resulting pipe deformations, in terms of maximum tensile, εt, and absolute maximum
compressive, εc, strains.

Two shallow FFNNs (i.e., FFNN1 and FFNN2) have been generated to implement the
proposed decoupled metamodel approach, using as input variables the first four columns
of the “geotechnical database” and the first two of the “structural database”, respectively,
whereas the remaining two columns from each database have been utilized as target
parameters. Table 2 summarizes the input and target parameters for each FFNN. It is
noted that during the configuration (and subsequent cross-validation) of the structural
FFNN (FFNN2), the input values (dx and dy) are those obtained from FEM calculations,
not those predicted by FFNN1. On the other hand, when examining new data (i.e., not
included in the available results of the FEM models) during the actual application of the
developed metamodels, the FFNN1 predictions of dx and dy values will be used as the
input of the second metamodel (FFNN2). Obviously, the two metamodels can also be
utilized separately, e.g., if dx and dy are known from an experimental study, then only
FFNN2 can be applied.

Table 2. Input and target parameters of the developed FFNNs for the two parts of the decou-
pled approach.

FFNN1 (Geotechnical) FFNN2 (Structural)

Input parameters H, α, Sand type, M max dx, max dy
Target parameters max dx, max dy max εt, max εc

Several different configurations have been tested for each network, while as aforemen-
tioned, the training process has been repeated 30 times for each ANN architecture and the
statistical results are presented in the sequence. The LM and the BR training algorithms
have been utilized, whereas a hidden layer consisting of 10, 25, and 50 hidden neurons has
been selected. Note that for the FFNN2, which has only two input parameters, a hidden
layer of five hidden neurons has been additionally examined as the input parameters are
less compared to FFNN1 [78]. Furthermore, a more complex FFNN, consisting of two
hidden layers, has been created from the “structural database”, to increase the efficiency of
the ANN-based metamodel for the problem of fault–pipe intersection. Hence, a variety
of combinations between the number of hidden neurons per layer have been tested (i.e.,
5 × 10, 10 × 5, 10 × 10, 10 × 25, 10 × 50, 25 × 10, 25 × 25, and 50 × 10).

As mentioned earlier, the performance of the FFNNs has been assessed via RMSE
and R2. Figures 9 and 10 depict these metrics for an indicative architecture for FFNN1 and
FFNN2, respectively. Furthermore, Tables 3–5 summarize the main statistical variables
regarding the output of the NNs for each of the examined configurations as derived from
all training sessions. In addition, the regression plots in Figures 11 and 12a,b demonstrate
the network predictions in terms of the actual values of FFNN1 and FFNN2, respectively.
Lastly, Figures 13–15 present an interesting comparison regarding the duration of training
sessions for both training algorithms and most of the developed architectures.
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Figure 9. Performance metrics of the BR-trained FFNN1 consisting of 50 hidden neurons.

Figure 10. Performance metrics of the BR-trained FFNN2 consisting of 50 hidden neurons.

Table 3. Results summary for the geotechnical FFNN1.

Architecture Statistical Variables RMSE R2

LM—10 Hidden
Neurons

Median 0.03698 0.99695
Standard Deviation 0.02278 0.00539

Max 0.09797 0.99876
Min 0.02324 0.97904

BR—10 Hidden
Neurons

Median 0.02262 0.99885
Standard Deviation 0.00204 0.00020

Max 0.02784 0.99916
Min 0.01905 0.99831
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Table 3. Cont.

Architecture Statistical Variables RMSE R2

LM—25 Hidden
Neurons

Median 0.04153 0.99610
Standard Deviation 0.02235 0.00569

Max 0.10206 0.99855
Min 0.02463 0.97917

BR—25 Hidden
Neurons

Median 0.02334 0.99885
Standard Deviation 0.00688 0.00081

Max 0.04677 0.99962
Min 0.01297 0.99542

LM—50 Hidden
Neurons

Median 0.15587 0.95146
Standard Deviation 0.04422 0.03045

Max 0.28601 0.98646
Min 0.07902 0.84409

BR—50 Hidden
Neurons

Median 0.02205 0.99897
Standard Deviation 0.00646 0.00067

Max 0.03853 0.99979
Min 0.00969 0.99696

Table 4. Results summary for the structural FFNN2 with one hidden layer.

Architecture Statistical Variables RMSE R2

LM—5 Hidden
Neurons

Median 0.27155 0.78168
Standard Deviation 0.04859 0.04432

Max 0.45701 0.85027
Min 0.21981 0.68250

BR—5 Hidden
Neurons

Median 0.29566 0.72811
Standard Deviation 0.00278 0.00511

Max 0.29879 0.75549
Min 0.28145 0.72533

LM—10 Hidden
Neurons

Median 0.23587 0.83134
Standard Deviation 0.04046 0.05297

Max 0.35286 0.87156
Min 0.20347 0.64175

BR—10 Hidden
Neurons

Median 0.29587 0.72799
Standard Deviation 0.01386 0.02695

Max 0.29916 0.83781
Min 0.22979 0.72135

LM—25 Hidden
Neurons

Median 0.24025 0.83521
Standard Deviation 0.05237 0.08218

Max 0.40672 0.86591
Min 0.20778 0.52519

BR—25 Hidden
Neurons

Median 0.22004 0.85013
Standard Deviation 0.02441 0.03798

Max 0.30105 0.85634
Min 0.21514 0.72450

LM—50 Hidden
Neurons

Median 0.24151 0.81832
Standard Deviation 0.05512 0.06510

Max 0.38717 0.90133
Min 0.17772 0.63919

BR—50 Hidden
Neurons

Median 0.21655 0.85377
Standard Deviation 0.00999 0.01015

Max 0.25247 0.86430
Min 0.20890 0.82439
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Table 5. Results summary for the structural FFNN2 with two hidden layers.

Architecture Statistical Variables RMSE R2

LM—5 × 10 Hidden
Neurons

Median 0.26565 0.82506
Standard Deviation 0.05739 0.04323

Max 0.47187 0.88050
Min 0.21242 0.72356

BR—5 × 10 Hidden
Neurons

Median 0.29571 0.76856
Standard Deviation 0.02252 0.03180

Max 0.29722 0.88047
Min 0.21246 0.76587

LM—10 × 5 Hidden
Neurons

Median 0.23103 0.86412
Standard Deviation 0.03109 0.04338

Max 0.34773 0.90018
Min 0.19409 0.68232

BR—10 × 5 Hidden
Neurons

Median 0.29513 0.76904
Standard Deviation 0.03057 0.03993

Max 0.30058 0.90850
Min 0.18706 0.76318

LM—10 × 10 Hidden
Neurons

Median 0.25370 0.83276
Standard Deviation 0.05271 0.04883

Max 0.42663 0.93434
Min 0.15752 0.71802

BR—10 × 10 Hidden
Neurons

Median 0.29577 0.76843
Standard Deviation 0.00151 0.00172

Max 0.30071 0.76963
Min 0.29467 0.76257

LM—10 × 25 Hidden
Neurons

Median 0.23298 0.86119
Standard Deviation 0.06378 0.06466

Max 0.43960 0.94042
Min 0.14983 0.65386

BR—10 × 25 Hidden
Neurons

Median 0.29586 0.76807
Standard Deviation 0.02948 0.03941

Max 0.37691 0.87892
Min 0.21367 0.66373

LM—25 × 10 Hidden
Neurons

Median 0.24362 0.84878
Standard Deviation 0.10106 0.06233

Max 0.75498 0.90155
Min 0.19536 0.63703

BR—25 × 10 Hidden
Neurons

Median 0.29542 0.76880
Standard Deviation 0.00126 0.00159

Max 0.29925 0.76983
Min 0.29438 0.76335

LM—25 × 25 Hidden
Neurons

Median 0.24299 0.85201
Standard Deviation 0.09679 0.10996

Max 0.55564 0.89903
Min 0.19498 0.32879

BR—25 × 25 Hidden
Neurons

Median 0.29525 0.76875
Standard Deviation 0.02397 0.03263

Max 0.29890 0.87516
Min 0.21697 0.76328
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Table 5. Cont.

Architecture Statistical Variables RMSE R2

LM—50 × 10 Hidden
Neurons

Median 0.23846 0.86035
Standard Deviation 0.06901 0.09167

Max 0.46603 0.92467
Min 0.17090 0.47852

BR—50 × 10 Hidden
Neurons

Median 0.21545 0.87729
Standard Deviation 0.03271 0.04266

Max 0.30066 0.93083
Min 0.16150 0.75999

LM—10 × 50 Hidden
Neurons

Median 0.23592 0.85442
Standard Deviation 0.07041 0.07959

Max 0.49993 0.90093
Min 0.19422 0.57819

BR—10 × 50 Hidden
Neurons

Median 0.29554 0.76844
Standard Deviation 0.01753 0.02313

Max 0.29964 0.89289
Min 0.20085 0.76273

Figure 11. Regression plot of FFNN1 with BR and 50 hidden neurons.
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Figure 12. Regression plots of FFNN2 with BR and: (a) a single hidden layer having 50 neurons;
(b) two hidden layers having 50 × 10 neurons.

Figure 13. Duration of each training session of FFNN1 for: (a) LM training algorithm; (b) BR
training algorithm.

Figure 14. Duration of each training session of FFNN2 with a single hidden layer for: (a) LM training
algorithm; (b) BR training algorithm.
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Figure 15. Duration of each training session of FFNN2 with two hidden layers for: (a) LM training
algorithm; (b) BR training algorithm.

Taking into account that the testing subset can be re-used for training and validation
in another training session, an additional cross-validation of the predictions of the devel-
oped networks has been performed to verify their efficiency. The prediction capability
and accuracy of both metamodels (i.e., the ones that present the median performance
values) is assessed using new data that have not been used during the development of
the metamodels. Accordingly, an additional analysis set has been conducted in ABAQUS
software after completing the training process. More specifically, two FE models (for the soil
response and fault–pipe intersection) have previously been developed, corresponding to
the following data: H = 50 m, α = 50◦, DS soil type, and M = 7.5. It is noted that the selected
data are within the range of the input values that have fed the NNs. The corresponding
results, in terms of PGDs and pipe strains, have been compared with the predictions of the
geotechnical and structural surrogate metamodels, respectively. Tables 6–8 summarize this
comparison, presenting the associated errors between FEM and FFNNs.

Table 6. Comparison between NN and FEM results of FFNN1.

Hidden
Neurons

Training
Algorithm

Abaqus
dx/dy

FFNN
dx/dy

Error (%)
dx/dy

10
LM

1.52/2.25

1.55/2.19 2.15/2.71
BR 1.58/2.21 3.91/1.73

25
LM 1.53/2.23 0.93/0.89
BR 1.54/2.22 1.61/1.63

50
LM 1.51/2.26 0.71/0.09
BR 1.54/2.26 1.47/0.41

Table 7. Comparison between NN predictions and FEM results of FFNN2 with one hidden layer.

Hidden
Neurons

Training
Algorithm

Abaqus
εt/εc

FFNN
εt/εc

Error (%)
εt/εc

5
LM

2.14/1.02

1.83/0.85 14.57/16.51
BR 1.71/0.80 20.30/21.56

10
LM 1.83/0.87 14.67/14.35
BR 1.71/0.80 20.02/21.27

25
LM 2.05/0.90 4.13/11.81
BR 1.83/0.87 14.47/14.68

50
LM 2.26/1.00 5.87/1.93
BR 1.86/0.88 13.07/14.17
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Table 8. Comparison between NN predictions and FEM results of FFNN2 with two hidden layers.

Hidden
Neurons

Training
Algorithm

Abaqus
εt/εc

FFNN
εt/εc

Error (%)
εt/εc

5 × 10
LM

2.14/1.02

1.80/0.87 15.62/14.58
BR 1.70/0.80 20.37/21.59

10 × 5
LM 1.87/0.90 12.59/12.09
BR 1.71/0.81 19.91/21.12

10 × 10
LM 1.95/0.87 9.00/14.66
BR 1.71/0.80 20.11/21.36

10 × 25
LM 2.00/0.87 6.72/14.73
BR 1.71/0.80 20.04/21.32

25 × 10
LM 2.07/0.87 3.39/14.47
BR 1.70/0.80 20.49/21.71

25 × 25
LM 2.09/0.97 2.32/5.46
BR 1.71/0.80 20.15/21.22

50 × 10
LM 2.17/1.01 1.56/1.10
BR 1.87/0.88 12.62/13.40

10 × 50
LM 1.96/0.80 8.23/22.04
BR 1.71/0.81 20.00/21.19

4. Discussion

The results presented in Figures 7 and 8a reveal that the material properties of the
overlying soil stratum have a critical impact on the fault rupture propagation paths, thus
confirming the findings of relevant studies (e.g., [85]). More specifically, Figure 7 demon-
strates that fault rupture has led to fully-developed failure patterns that tend to diverge
from the straight projection of the fault dip, regardless of sand type. This trend is in
agreement with the studies of Loukidis et al. [86] and Thebian et al. [70]. Figures 7 and 8a
illustrate that LS has resulted in wider shear rupture zones and smoother displacement
profiles compared to MS and DS soil types. This can be attributed to the fact that LS is
characterized by higher levels of elastic deformation, which are related to the lower stiffness
and the higher ductile “macroscopic” behavior compared to DS and MS, as reported in
related numerical and experimental studies (e.g., [67,68,87])

Accordingly, Figure 8b indicates that a soft soil layer (consisting of LS) may have a
beneficial impact on the structural response of buried pipelines, since lower absolute values
of compressive strains have been derived compared to stiffer sandy soils (MS and DS).
This observation is in agreement with the study of Özcebe et al. [88] and is attributed to
the aforementioned characteristics of LS. Figure 8b presents an additional comparison by
including the case where the pipeline is directly laid on bedrock. In contrast to DS, where
the pipeline has developed larger compressive strains than “Bedrock”, LS significantly
reduced the resulting pipe deformation; thus, it can be seen as an efficient mitigation
measure in real-life projects. More details regarding the impact of soil properties and
several critical factors on the phenomenon of fault rupture propagation, as well as on the
problem of fault–pipe intersection, are presented in Makrakis et al. [24,25].

Results from Tables 3–5 indicate that the geotechnical FFNN (i.e., FFNN1) has pro-
duced better results compared to the structural FFNN (i.e., FFNN2). More specifically,
Table 3 illustrates that all the examined configurations of FFNN1 for both training al-
gorithms and number of hidden neurons have produced satisfactory results, since the
corresponding median values of RMSE and R2 are close to 0 and 1, respectively. The FFNN1
consisting of 50 hidden neurons and trained with the LM algorithm exhibits less satisfactory
performance than the other configurations, as it has resulted in larger RMSE and lower R2.

Conversely, the BR training algorithm is generally superior to LM. In addition, it has
been revealed that a substantial increase of the number of hidden neurons (i.e., from 10 to
50) has a significant impact on the training duration of the BR-trained network, leading on
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average almost to ten-times longer training time, without any considerable change on the
corresponding evaluation metrics. On the other hand, increasing the number of hidden
neurons in LM has marginal impact on the training duration.

Table 4 shows that increasing the number of hidden neurons of FFNN2 with a single
layer has a beneficial impact on the performance metrics of the BR-trained networks. With
respect to LM training algorithm, changing the architecture of the network does not affect
the results, as similar values of both RMSE and R2 can be seen for the 5, 10, 25, and 50 hidden
neurons. Note that the training duration of the BR-trained network consisting of 50 hidden
neurons is notably lower compared to the same architecture of FFNN1. However, the fact
that the obtained results of FFNN2 are not characterized by a strong linear relationship
between the predicted and the target values (i.e., values of R2 are not close enough to 1)
has led to the development of a more complex FFNN2 with two hidden layers.

Results in Table 5 indicate that increasing the number of hidden layers does not lead
to better performance metrics, regardless of training algorithm and neurons combinations
in the two hidden layers, thus confirming the findings of Cho et al. [58]. However, it is
mentioned that the BR-trained FFNN2 consisting of 25 × 25, as well as 50 × 10 hidden
neurons per hidden layer, has resulted in 5-times and 90-times increase of training duration
compared to the BR-trained FFNN2 with a single layer having 50 neurons and the LM-
trained FFNN2 with 25 × 25 and 50 × 10 hidden neurons, respectively.

Regarding the comparison between FEM results and NN predictions in the cross-
validation of the developed networks, Table 6 indicates the high-level predictive capabilities
of the geotechnical FFNN when using data that have not been previously involved in the
FFNN1 training process. In particular, the corresponding errors range between 0.09%
and 3.91%, for all the examined training algorithms and numbers of hidden neurons. In
contrast, as presented in Table 7, FFNN2 exhibits much higher prediction errors, i.e., >10%
in most cases. The LM-trained network consisting of a single layer having 50 neurons
exhibits quite acceptable prediction errors, i.e., slightly lower than 6% and 2% for εt and εc,
respectively. Similarly, Table 8 shows that the FFNN2 with two hidden layers has not led to
a notable reduction of the prediction errors. However, the LM-trained network consisting
of 50 × 10 hidden neurons has reduced the prediction errors to 1.6% and 1.1% for εt and εc,
respectively; thus, it has very good prediction capability.

Finally, it has to be stressed that the predictions of all metamodels are obtained in a
fraction of time compared to the time needed for the actual FEM analyses, which need
several minutes for the examined case studies, especially the ones related to the calculations
of pipeline distress.

5. Conclusions

Although ANNs have been successfully applied in various engineering fields, they
have not been used in infrastructure geotechnics and in particular in the earthquake-related
geohazard of fault rupture and the resulting distress of lifelines. Therefore, this critical
issue with direct practical importance, as it is related with the seismic design and route
optimization of buried gas pipelines, has been examined herein. More specifically, the
current study presents the results of: (i) a numerical investigation regarding the phenomena
of fault rupture and fault rupture propagation through a sandy soil layer, as well as the
associated problem of fault–pipe intersection, and (ii) a detailed sensitivity analysis related
to the optimal application of ANN-based on these problems.

The numerical simulations have been carried out by employing a decoupled FE
methodology, i.e., by developing separate models for the surrounding soil and the pipeline
distress. The data of a detailed parametric investigation have been used, considering dip-
slip faulting with different dip angles and loading conditions (i.e., earthquake magnitudes),
while a sandy soil layer of varying thickness and mechanical properties has been considered.
The soil displacement profile, in terms of PGDs, as well as the pipeline deformation, in
terms of strains, have been derived. Based on the input and output data of this parametric
investigation, two separate ANN-based metamodels have been developed as an efficient
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alternative to the time-consuming FEM analyses, aiming to facilitate the fast and reliable
assessment of PGDs and pipeline structural performance due to tectonic faulting.

Based on the presented results, the following conclusions can be drawn:

- The overlying soil stratum may have a critical impact on the fault rupture propagation
paths, leading to fully-developed failure patterns up to the ground surface. In addition,
the presence of the soil layer may affect the structural performance of buried gas
pipelines in a beneficial or even a detrimental manner, compared to the case where
the pipeline is directly laid on bedrock.

- The developed geotechnical FFNN (FFNN1), which focuses on surface PGDs due
to seismic fault rupture, has produced satisfactory predictions, since RMSE and R2

are close to 0 and 1, respectively, for all the examined architectures and training
algorithms. BR-trained FFNN1 exhibits a better overall performance compared to
LM-trained. A marginal impact on the training duration has been reported from
the increase of hidden neurons in LM, whereas increasing the number of hidden
neurons has led to slightly better results, but significantly longer training duration for
BR-trained networks.

- The developed structural metamodel (FFNN2) exhibits worse performance metrics
than FFNN1. The BR-trained single hidden layer network consisting of 50 neurons
outperforms the other schemes. Similarly to FFNN1, the increase on the number
of hidden neurons has affected only the training duration and performance of the
BR-trained network. Increasing the number of hidden layers of FFNN2 has not
improved much the performance metrics, regardless of training algorithm and number
of neurons per hidden layer.

- Regarding the cross-validation with new data, FFNN1 is characterized by exceptional
predictive performance for independent data, leading to 0.71% and 0.09% prediction
errors for dx and dy, respectively. Conversely, FFNN2 has generally resulted in
prediction errors greater than 10%. However, the LM-trained FFNN2 with a single
hidden layer having 50 neurons resulted in errors slightly lower than 6% and 2% for
εt and εc, respectively. Although the use of two hidden layers in FFNN2 has not led
to a notable reduction of the prediction errors, the LM-trained network consisting of
50 × 10 hidden neurons has resulted in acceptable prediction errors, i.e., 1.6% and
1.1% for εt and εc, respectively.

Summarizing, the main advantage of the developed metamodels is that they can
efficiently replace time-consuming FEM analyses, while the time and effort required for
pre- and post-processing of FEM models are also avoided. On the other hand, the training
process is not a straightforward task, as fine-tuning and optimization of ANN configuration
requires adequate experience. Nonetheless, on the basis of the promising findings presented
in this work, further investigations can be performed taking into account soil cohesion and
wet conditions, the presence of multi-layered soil deposits, as well as three-dimensional
finite elements for the more accurate representation of the structural response of the pipeline.
Regarding the application of Artificial Intelligence methods in the examined problems,
larger training datasets should be created, and different training algorithms and networks
with more complex structure could be examined, such as Regression and Convolutional
Neural Networks, in which the whole profile of ground deformations could be used.
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