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Abstract

:

Video processing for structural monitoring has attracted much attention in recent years thanks to the possibility of measuring displacement time histories in the absence of stationary points close to the structure, using hardware that is simple to operate and with accessible costs. Experimental studies show a unanimous consensus on the potentialities of vision-based monitoring to provide accurate results that can be equivalent to those obtained from accelerometers and displacement transducers. However, past studies mostly involved steel bridges and footbridges while very few applications can be found for concrete bridges, characterised by a stiffer response with lower displacement magnitudes and different frequency contents of their dynamic behaviour. Accordingly, the attention of this experimental study is focused on the application of a vision-based structural monitoring system to a medium-span, post-tensioned, simply supported concrete bridge, a very common typology in many road networks. The objective is to provide evidence on the quality of the results that could be obtained using vision-based monitoring, understanding the role and influence on the accuracy of the measurements of various parameters relevant to the hardware settings and target geometry, highlighting possible difficulties, and providing practical recommendations to achieve optimal results.
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1. Introduction


The experimental measure of displacements through video processing for the purpose of structural monitoring in civil engineering infrastructures has attracted much attention in the past decade. Hundreds of research articles, mostly focusing on the dynamic response monitoring of bridges, were reviewed in recent comprehensive analyses of the state-of-the-art [1,2,3,4,5] and more articles continue to appear, e.g., [6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23]. The reasons for such interest can be explained by considering the appealing characteristics of such technology, namely:




	
The measure of displacements is possible even in the very common case of absence of stationary points close to the structure to be monitored, e.g., bridges over valleys or rivers where displacement transducers cannot be installed.



	
Hardware with accessible costs and that is easy to operate by structural engineers with basic knowledge of video photography as compared to other contactless technologies that are much more expensive and complex, e.g., interferometric radars [24,25,26,27] and laser vibrometers [28,29,30].



	
Comprehensive information can be obtained from a single video camera, i.e., displacements in the plane orthogonal to the optical axis of one or more selected portions of the acquired images can be extracted, allowing the identifications of deformations and rotations derived from the planar translational displacement field. The third dimension can be added with a second video camera in a proper vantage point.



	
Efficient and effective video processing algorithms for displacement extractions are available in the libraries of many programming languages, permitting a relatively easy implementation of dedicated structural monitoring software that could also integrate the simultaneous use of video processing and contact sensors, e.g., accelerometers, strain gages, displacements transducers, and inclinometers.



	
Two different methodologies can coexist and be combined in the same experimental campaign: (1) real-time processing of images for displacement extraction of selected points (only extracted displacement time histories can be stored in this case without the necessity to save space-consuming videos); (2) post-processing for the extraction of displacements without necessarily pre-defining the specific points of attention in the video (the entire video footage is stored in this case for subsequent analysis).



	
Possible integration within the same video hardware of different applications such as structural static and dynamic monitoring together with inspection, surface damage detection, and integrity evaluation, e.g., [5,31,32,33,34], as well as security and/or traffic surveillance, e.g., [7], opening the way to cost-effective multi-purpose permanent installations.








The examination of the published articles involving field applications to civil engineering structures and infrastructures show an essentially unanimous consensus on the potential capacity of vision-based monitoring to provide accurate results that can be equivalent to those obtained with the consolidated use of contact accelerometers and displacement transducers [1,2,3,4]. However, there are some decisive aspects that deserve attention and might compromise the quality of the acquired measures if the experimental campaign is carried out without adequate knowledge and proper care.



Aside from the most important and obvious assumption, i.e., the possibility to place the video camera in a good vantage point that is stable and has no detrimental perspective distortions of the plane containing the displacements to be monitored (of course only visible points can be monitored), the performance of a vision-based structural monitoring system depends both on the technical specifications of the adopted hardware and software as well as on the characteristics and conditions of the structure to be monitored and its surrounding environment (Figure 1). The latter aspects might have a major impact on the quality of the results, as hereafter discussed. This situation is different when contact sensors are adopted, e.g., the performance of an accelerometer is completely defined by its technical specifications and those of the acquisition unit, provided they are working within their environmental range of application; for example, in terms of peak acceleration and temperature. The relations and interactions between the hardware, software, structure, and environment can be exemplified as follows [1,2,3,4]:




	
The absolute displacement (spatial) resolution depends on the environment (distance of the camera from the target) as well as on the hardware and software specifications/settings.



	
The scale factor (SF), defined as the ratio between the physical dimension and pixel number, is determined by the sensor pixel dimensions (hardware specifications/settings), the distance of the camera from the target (environment), and the focal length of the adopted lens (hardware specification) in the case of an optical axis perpendicular to the surface of the structure being monitored.



	
Although the condition of an optical axis perpendicular to the structural surface is very difficult to be satisfied in many real conditions, studies on the influence of the tilt angle [1] showed that errors in displacement estimation are not significant in practical applications, e.g., about 1% for a tilt angle of 30° when using a 50 mm focal length. In addition, it was found that errors are reduced when the focal length increases. Accordingly, inaccuracy from optical tilt angles can be generally neglected.



	
The SF alone provides partial indications on the absolute displacement resolution given that the adopted image processing algorithm has a key role, depending on its subpixel resolution identified through an upsampling factor, e.g., [35,36,37,38,39].



	
More important than the absolute displacement resolution is the resolution relative to the magnitude of the displacements being monitored in the structure, which depends on the structural stiffness properties and loading conditions.



	
The frequency of data acquisition is determined by the hardware (sensor sensitivity and lens light-gathering ability) and by the environment (illumination conditions). For example, for a given illumination intensity, a sensor with higher sensitivity allows a shorter exposition time and, hence, more frames per second (FPS) can be recorded; the same goes when using a lens with a smaller focal ratio, i.e., the ratio between the focal length and aperture diameter, gathering more light and, accordingly, permitting a shorter exposition time.



	
High values of FPS might be incompatible with real-time tracking elaboration of displacements, depending on the speed of the processing software and hardware being used. If this is the case, only structural monitoring based on the post-processing of video footages might be used.



	
The type of targets, i.e., artificial (high-contrast markers) or natural (surface features), can have an influence on time resolution (a higher contrast permits a lower exposition time and hence a higher FPS) as well as on spatial resolution (properly dimensioned targets might maximise SF), with a non-negligible difference in terms of the final accuracy and repeatability of measures.



	
Image distortions could be induced by unfavourable environmental conditions such as heat haze; these distortions are inevitably amplified by the distance between the camera and the target (again an environmental factor). On the other hand, image distortions induced by the hardware have negligible influence, especially in the case of a high quality fixed-focal lens.



	
Other adverse environmental conditions might be vibrations transmitted to the camera, either by the ground through the tripod, by the connecting cables, or directly by the wind or other source of noise; the negative influence of vibrations induced in the video camera is amplified by the distance of the camera from the target and by longer focal lengths. Inevitably, the negative influence of noise induced by the surrounding environment are expected to affect more the measurements of small displacement magnitudes.








Some of the aspects listed above were investigated in previous studies using laboratory testing under controlled conditions as well as field testing, mostly involving steel bridges and footbridges [1,2,3,4]. While such studies constitute a very important background for vision-based monitoring systems, the analysis of their performance deserves further investigations, also considering the potentialities of future applications in continuous structural monitoring.



In this context, the attention here is focused on the application of a vision-based structural monitoring system to a medium-span, simply supported, post-tensioned concrete bridge. The reasons that motivated this experimental research activity are:




	
Few field studies using vision-based monitoring are available for concrete bridges which are the most widespread bridge solution in many road networks; for example, in Italy [40] and Europe [41].



	
In concrete bridges, the deflections expected are generally lower and their frequency contents generally higher as compared to those found in steel bridges investigated in previous studies; thus, concrete bridges are a more demanding testbed for vision-based monitoring.



	
The large number of concrete bridges built in the second half of the 20th century are approaching or are already at the end of their service life; thus, the demand for their monitoring is expected to rapidly rise in the near future [41]. Accordingly, a cost-effective monitoring solution providing comprehensive information has strategic importance for the security of our infrastructures [42,43,44,45,46,47,48,49,50].








The original contributions of this study aim at providing practical support to structural engineers interested in applying vision-based monitoring, and can be summarised as follows:




	
Analysis of the performance of a cost-effective vision-based monitoring system as compared to a system based on contact sensors, considering the influence of the operator and hardware settings.



	
Indications for the optimal design of targets and the definition of the target area as a function of sensor resolution, distance of the camera from the target, and available focal lengths.



	
Identification of the physical and technological limits of a vision-based structural monitoring system in real-world field conditions.









2. Materials and Methods


2.1. Image Acquisition and Processing Procedures


A real-time video processing software was implemented in MATLAB [51], taking advantage of its computer vision toolbox [52] as well as of the Generic Interface for Cameras (GenICam) protocol [53]. The extraction of displacement time histories exploits a template matching algorithm in the version originally proposed in [35] and available as a MATLAB code [54]. The algorithm is based on a cross-correlation peak matching, called upsampling cross-correlation (UCC), between a template selected by the user and each subsequent image of the video footage. The UCC template matching is intensity-based, i.e., the information of the image is mainly related to local intensity differences; hence, it is expected to better perform in case of high-contrast targets. The implemented procedure is exemplified in Figure 2 and can be subdivided in the following workflow:




	
A portion of the image frame, called the Region of Interest (ROI), is selected by the user and within the ROI a template is chosen. The motion of the template will be tracked only in the ROI; hence, the margin between the template and ROI must contain the maximum displacement that will be experienced during monitoring.



	
Digital noise in each image frame is reduced prior to the application of the template matching algorithm through two-dimensional Gaussian filtering as implemented in MATLAB [51]. Such image denoising was found to be very beneficial in reducing the noise of the extracted displacement time histories.



	
Cross-correlation peak matching is performed to identify the displacement of the template within the ROI in two steps: (1) a pixel-level rough search providing a preliminary estimation of the displacements with pixel resolution; (2) a subpixel fine search within a neighbourhood of the initial estimation achieving 1/κ pixel resolution where κ is the assigned upsampling factor (integer value). Analytical details can be found in [1,35].



	
The extracted displacements in two orthogonal directions in the plane perpendicular to the optical axis are given as the final output.








The UCC algorithm is very efficient in terms of computation time and memory requirements, making its use potentially compatible with real-time processing, especially if small ROIs are selected. The continuous flow of frames is first hosted in a buffer and then directly elaborated and plotted during the video acquisition, allowing online visualisation of the measured displacements. The data saved are only the bidirectional displacement of each template while the single frames acquired are discarded, with significant savings in terms of data storage. A control procedure was implemented to check if the hardware can process the images hosted in the buffer with sufficient speed to avoid buffer memory overflow. If computer memory problems are detected by the implemented code, the user is requested to select a smaller ROI or a lower FPS to reduce the processing burden on the adopted hardware.




2.2. Vision-Based Hardware


The vision-based monitoring system used in this study consists of an industrial video camera for computer vision with an interchangeable C-mount lens (Table 1), installed on a tripod, and connected to a laptop through USB3.0. This system is basically a more recent version of the one adopted by Feng and Feng [3] in most of their applications in the United States. Complete technical specifications for the adopted camera can be found in [55].



The video camera sensor is monochrome, and this is a benefit over colour sensors. In fact, colour images are not required as they do not add information to the adopted algorithms for displacement tracking with respect to grayscale images. More importantly, a monochrome sensor has a higher quantum efficiency and a wider wavelength response curve that extends up to the near infrared region compared to its equivalent colour counterpart [56]. Thus, a better video sensor performance is expected and there is no need to use a conversion algorithm from colour to grayscale image frames prior to video processing.



Regarding the image acquisition, the adopted video camera uses the global shutter readout method, i.e., all sensor pixels are read out simultaneously; hence, images constituting the video footage are snapshots at the same time instant [57]. In this way, artifacts in moving objects (called motion blur) do not occur, as is instead the case in rolling shutter acquisition, i.e., sensor pixels are read row by row, as generally found in consumer video cameras.



The use of a fixed focal lens was preferred over a zoom lens for several reasons. While a zoom lens might appear more practical for the possibility of tailoring the field angle without moving the camera, a fixed focal lens generally has a much better optical performances for the same cost and is more widely available in C-mount catalogues. However, the main reason was relevant to the need of having a known value of the adopted focal length to be used for the calculations discussed in the following section.




2.3. Scale Factor and Resolution


SF (the ratio between the physical dimension and pixel number indicated as variable RSF in the following equations) can be obtained from the distance between the camera and the target (D), the focal length of the lens (f), and sensor pixel size (dpixel):


    R   S F   =   D   f     d   p i x e l    



(1)




as derived from the following geometric relations (Figure 3):


    R   S F   =     d   k n o w n       I   k n o w n     =     d   k n o w n         d   k n o w n   i    /    d   p i x e l        



(2)






      d   k n o w n       d   k n o w n   i     =   D   f    



(3)




where     d   k n o w n     is the known physical length of an object in the image,     d   k n o w n   i     is the corresponding length of that object in the image plane, and     I   k n o w n   =     d   k n o w n   i    /    d   p i x e l       is the matching number of pixels.



In the case of pixel-level search (the first step of the cross-correlation peak matching previously described), RSF is the smallest displacement Rdisp (displacement resolution) that can be detected, i.e., one pixel represents a physical displacement equal to RSF. The addition of algorithms with subpixel accuracy, as is the case of this study, reduces Rdisp according to the following formula:


    R   d i s p   =     R   S F     κ   =   D   κ   f     d   p i x e l    



(4)




where κ is the upsampling factor. Hence, a lower value of Rdisp can be achieved reducing the distance D between the camera and the target, using a longer focal length f, adopting a higher upsampling factor κ, and using a video camera with a smaller pixel size dpixel. For example, in the case of the video camera adopted in this study (dpixel = 3.45 µm), setting D = 10 m and f = 100 mm gives RSF = 3.45 × 10−3 mm × 10,000 mm/100 mm = 0.345 mm, i.e., a single pixel in the acquired image represents a physical square of 0.345 mm side. If κ = 100 is assigned, then Rdisp = 0.00345 mm.




2.4. Target Design


The choice of a proper target is an important aspect for three reasons: (1) its major influence on the efficiency and accuracy of the template matching algorithm; (2) its significant facilitation of the camera calibration procedures for determining SF; (3) its function as a guide for the optimal selection of the ROI and template. This is especially true in the case of concrete bridges where it is generally very difficult to extract portions of the visible surface that have known dimensions and that could be clearly recognized (in steel bridges, the presence of stiffening plates, bolts, and nuts could be useful in that sense). Accordingly, in this study only template matching using artificial targets is considered.



Various targets were utilised in previous applications [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23]; however, no recommendations or proposed target design rules can be found for structural monitoring applications. Therefore, a practical target design is proposed here having as objectives the efficiency and accuracy of the template matching algorithm, the support in camera calibration, and the optimal selection of the ROI and template.



The proposed target has a square shape subdivided in a 10 × 10 chessboard, for a total of 100 squares with local dimension t. Hence, the target has an overall dimension 10t. The 36 edge squares are white except for the four squares in the corners that are black. The internal portion is made by 8 × 8 = 64 squares that are black except for a portion of the 6 × 6 = 36 internal squares that are white and define a pattern. Different internal patterns can be used to identify the monitored points if multi-target monitoring is carried out. An example of the proposed target is shown in Figure 4.



The outer part is intended to guide the definition of the ROI while the internal portion can be entirely or partially selected as a template, as illustrated in Figure 4, depending on the expected displacements. In fact, the space between the edge selected as the ROI and internal portions selected as the template must be compatible with the magnitude of displacements, as previously explained, given that the template matching algorithm searches the template position within the ROI.



The design of the proposed target requires the definition of its global dimension (overall size) and local dimension (chessboard size). These geometric design parameters are influenced by the environment (distance D between camera and target) and the hardware (lens and video camera specifications). The global dimension of the target can be defined based on a requirement of compatibility with the field of view (FOV) of the adopted combination of camera and lens. This simply means that the target must be small enough to be entirely visible and large enough to be clearly visible. However, an appropriate design of the global dimensions is a necessary but not sufficient condition. In fact, the local dimensions must be selected so that the chessboard is visible with sufficient resolution for the proper identification of the target during setup and camera calibration as well as for allowing the correct operation of the UCC template matching.



In the proposed target, the local dimension t is the only design variable. Such a dimension can be obtained for the assigned values of D, f, dpixel, and the number of pixels required for the target to be clearly visible. Based on experimental evidence using the adopted vision-based hardware, the optimal discretisation for the ROI was identified as 100 × 100 pixels, balancing the clarity of the target chessboard and the computational effort. While increasing the pixel discretisation is a matter of higher processing and memory use (with a negative impact on the possibility of real-time monitoring for high FPSs and/or multiple points), the lowest pixel resolution identified to allow reasonable camera calibration with the adopted hardware is 50 × 50 pixels. See for example the results in Figure 5 obtained pointing at the target of Figure 4.



Allowing a ±50-pixel variation with respect to the optimal solution with 100 × 100 pixels, the suggested discretisation for the ROI is in the range 50 × 50 to 150 × 150 pixels. Accordingly, using Equations (1)–(3), setting Iknown = 50 pixels (lower bound) and 150 pixels (upper bound), f = 50 mm and 100 mm, D in the range 5 to 30 m, and dpixel = 3.45 µm, the graphs in Figure 6 are obtained. Figure 6 can be used to choose the dimension of the proposed target for a given distance D in relation to the available focal lengths or evaluate the range of applicability of a given target. For example, the proposed target with 10t = 50 mm has a wide range of applicability spanning about 5 to 14.5 m if f = 50 mm is used and about 9.5 m to 29.5 m if f = 100 mm is used; a target with 10t = 100 mm spans about 9 m to 29 m if f = 50 mm, as exemplified by the red lines in Figure 6. Similar graphs for different distances and focal lengths, not reported here, can be easily obtained to cover different situations and hardware specifications.





3. Experimental Campaign


3.1. Case Study Bridge


The considered case study is a three-span concrete bridge located in central Italy, part of the national highway road network. Each span has a single deck made by a concrete slab on six simply supported post-tensioned concrete beams (span length 32 m) connected by end and intermediate transverse beams located at about 1/3 and 2/3 of the span. An aerial view of the bridge is reported in Figure 7 while a lateral view is given in Figure 8 (west on the left and east on the right). The west first span of this bridge was selected as a benchmark test of this study given its reduced distance from the ground at midspan, making possible a simple installation of displacement transducers for comparative purposes. The measurements of the bridge structural response illustrated in this study were conducted on July 20th, 2023, while the bridge was normally operational with regular vehicular weekday traffic, mostly cars and a limited number of heavier tracks.




3.2. Vision-Based Hardware Installation


Two identical video cameras were placed under the bridge deck, near the west abutment, as depicted in Figure 9. Such a vantage point was selected as it is protected from rain and direct sunlight, potentially functional in future permanent monitoring applications. Specifically, the two cameras were positioned under the second beam in the south side of the deck (Figure 9); camera A at 12.40 m from the target and 20 cm below the deck on a high-quality aluminium photo tripod (mass 3.25 kg), camera F at 12.10 m from the target and 60 cm below the deck on a high-quality aluminium video tripod (mass 5.50 kg). Two targets (10t = 50 mm and 10t = 100 m) were attached at the midspan of this same second beam using an L-shaped metallic support fastened to the post-tensioned concrete beam. The optical axis is nearly parallel to the bridge axis; accordingly, both the vertical and transverse displacements of the intrados of the beam can be traced (nonetheless, attention in this study is on the vertical deflection only). Figure 10 shows the two video cameras during acquisitions (left-hand side picture) and the targets at midspan (right-hand side picture).




3.3. Contact-Based Hardware Installation


A high-precision linear variable displacement transducer (Gestecno TSL-160, Gestecno, Castelraimondo, Italy) was installed at the midspan using a stiff tripod anchored to the ground through steel bars inserted into the soil for about 1 m (Figure 10). The transducer has a 100 mm displacement range, 0.20% accuracy, 0.01 mm repeatability, and was calibrated before this experimental campaign. As previously mentioned, this installation was made possible thanks to the limited distance (about 1.8 m) between the beam and the ground. A high-sensitivity piezoelectric accelerometer (PCB 393B31, PCB Piezotronics, Depew, NY, USA) measuring vertical accelerations was fastened at the midspan, very close to the displacement transducer (Figure 10). In addition, a sensor for air temperature and relative humidity (RH) with integrated data logger (Elitech RC-51H, Elitech, London, UK) was placed at the midspan, on the flange of the beam, near the displacement transducer and accelerometer, and programmed to record its readings at 15 min intervals.



Two piezoelectric accelerometers (PCB 393A03) were connected to the top of the tripod of video camera F (Figure 10) to measure accelerations in the plane perpendicular to the optical axis, with the goal of quantifying possible undesired vibrations next to the video camera that could have negative effects on the accuracy of the extracted displacement measurements. It is noted that with this installation, a 2.90 kg mass due to the two accelerometers and the adopted metallic cube (Figure 10) was added to the top of the tripod of camera F.



The signals of the displacement transducer and accelerometers were acquired using a high-performance data logging system (Dewesoft Krypton) and its controlling software (Dewsoft X 2023). Their acquisition sampling frequency was set to 1200 samples/s.




3.4. Camera Calibration and Settings


Once the video cameras and the targets were installed, an operator oversaw the selection of the ROI and template as well as the camera calibration, i.e., the determination of SF. The preliminary step to this procedure was the selection of the lens focal length and target size. Preference was given in this experimental campaign to f = 100 mm, the longest focal length available at accessible costs for C-mouth video cameras, to achieve the most favourable SF. Such a focal length was combined with a target having 10t = 50 mm according to Figure 6 (D is about 12 m). Two other combinations were tested, i.e., f = 50 mm with 10t = 50 mm and 100 mm. Lenses were used at the maximum aperture (F2.8).



The determination of Iknown in Equation (2), required to calculate SF, was made measuring in the image the number of pixels for a given side of the target. In camera F, only one measure was used to count the pixels corresponding to the known length. In camera A, four measures for counting the pixels were taken, one for each side of the square target, and then Iknown computed as the average of the four measurements, compensating for possible differences determined by the vertical and horizontal tilt angles of the optical axis with respect to the direction perpendicular to the target. The objective of using two somewhat different procedures for calculating SF was the evaluation of such operational parameters, providing important indications on the repeatability of the vision-based measures.



During the preliminary operations, it was realised that, despite the sunny summer day, the targets had insufficient luminosity, mostly due to the dense vegetation and reduced space in the first half of the span (Figure 7 and Figure 8). This is a recurrent environmental condition under bridge decks and the use of targets printed on nonreflective material (regular white cardboard) did not help at this regard. Accordingly, a lamp was required to increase the illuminance of the targets from 150 lux under natural light (insufficient for having a clear view of the target during camera calibration and not providing enough contrast to allow the UCC template matching to work properly) to 2000 lux which allowed easy camera calibration procedures and the UCC algorithm to work without problems even for FPS above 120. Target illuminance was measured using a digital lux meter (TES 1330A).



Regarding the FPS settings, it must be remarked that the maximum frame rate of most consumer video cameras is in the range from 30 to 60 FPS; such speeds are indicated in the literature [1,2,3,4] to be sufficient for displacement monitoring, given that the midspan deflection is dominated by the first vibration mode [58,59]. Global shutter industrial video cameras such as the one adopted in this study allows for much higher speeds than consumer cameras, provided that the illumination conditions make it possible to use an exposure time that is compatible with the adopted FPS, e.g., a 500 FPS requires that the exposure of a single frame is equal to or less than 1/500 s = 0.002 s. Given this technical possibility, in this study the sensitivity of the experimental results to FPS from 30 to 240 were explored. The adopted case study appears an interesting testbed for the field evaluation of this aspect, given the expected higher frequency of the first vertical mode as compared to steel bridges and footbridges tested in other studies.




3.5. Field Measurements


The experimental measurements consisted of 10 min acquisitions simultaneously performed using the two video cameras and the contact sensors. The monitoring system based on contact sensors was assumed as the reference system and recorded the displacement transducer (DT), the accelerometer at midspan (AC), and the vertical and horizontal accelerometers on the tripod of camera F (ACTV and ACTH respectively). The two video cameras were used exclusively in real-time video processing for displacement extraction; thus, no memory-consuming video footages were recorded or stored.



The settings in the two video cameras are listed in Table 2. The labels AVB and FVB are used for the measurements derived from camera A and F, respectively. In camera A, the parameters were kept constant except for the fifth acquisition (AVB5) where FPS = 240 was used instead of 120. A new ROI and template selection was made at the beginning of each acquisition, thus resetting the previous choice. In camera A, effort was made to select the ROI and template as close as possible to the selection proposed in Figure 4 while in camera F slightly larger areas were adopted. The upsampling factor in the UCC template matching algorithm was set to κ = 100 for all acquisitions except for FVB1 where κ = 50 was used. The column “pixel search” reports the margin in the pixels between the template and the ROI and, hence, indicates in pixels the maximum displacement that can be measured. This number can be converted to a physical length by multiplying the “pixel search” by SF, a value always larger than the maximum displacements recorded by the reference contact-based monitoring system (later reported). Video camera A was not used in the seventh acquisition window due to accidental shortcomings in its controlling computer.




3.6. Signal Alignment


The measurements DT, AVB, and FVB were recorded using three different computers (one laptop for the contact sensors, two laptops each controlling one camera); hence, an alignment of the measures was necessary. The ordinates were aligned minimising the differences of the moving means of AVB and FVB with respect to the moving mean of DT taken as reference zero displacement. The moving means were evaluated on a 60 s mobile window using the MATLAB command “movmean”. Subsequently, the abscissas were synchronized adopting the MATLAB command “alignsignals” which estimates the delay between signals using cross-correlation [60]. Solely for this operation, the AVB and FVB signals were resampled at 1200 samples/s while the subsequent analyses were based on the non-resampled aligned signals. Following the displacement synchronisation procedure, the accelerometers synchronised to the two video cameras, being DT, AC, ACTV, and ACTH acquired by the same data logger.





4. Results


4.1. Environmental Conditions


The environmental conditions were basically constant in terms of recorded air temperature below the bridge deck while RH was initially decreasing and later increasing during the measurement campaign (Table 3). The solar radiation, mainly in absence of clouds, constantly acted on the extrados of the bridge, while all sensors and instruments were in the shade below the girder.




4.2. Analysis of Measured Displacements


Comparisons were made in terms of the displacements measured by the three systems within each of the 10 min acquisition windows. The results are summarised in Table 4 where the columns report from left to right the considered measure windows, the minimum displacement Rdisp that can be theoretically measured, the maximum displacement dmax that can be measured, the number of heavy vehicles defined as those inducing displacements larger than 1 mm, the maximum downward displacement at the midspan, the differences between vision-based and contact measurements of the maximum displacement (value and relative percentage), the mean and standard deviation of the absolute values of the differences between vision-based and contact-based measurements computed considering the maximum deflections determined by each heavy vehicle (for example, in the first acquisition window the mean and standard deviations are computed on four measures while the third window is on 24 measures).



The obtained results indicate that differences in terms of the maximum vertical displacements between contact-based and vision-based systems are small: the largest discrepancy is 0.232 mm in the case of AVB4 compared to DT4 (relative difference 4.92%) and the largest relative difference is 5.06% in the case of AVB1 compared to DT1 (discrepancy 0.129 mm). Systematic differences can be observed between the two cameras, even when the same parameters were adopted (AVB2 and FVB2), with camera F performing better than camera A if unfiltered raw signals are considered. Extensive analysis and discussion on these differences are hereafter presented, based on the direct comparisons of the extracted displacement recordings and analysis of the measured accelerations.



To gain more insight into the differences in the deflection measurements, some displacement time histories are shown in Figure 11, Figure 12, Figure 13, Figure 14, Figure 15 and Figure 16 (downward displacements have negative values in the graphs). The entire 10 min time range is given (Figure 11, Figure 13, and Figure 15) as well as abscissa close-ups in selected regions where heavy vehicles were driving (Figure 12, Figure 14, and Figure 16).



The displacement time histories show very small differences between DT and FVB along the entire dynamic response. On the other hand, the time histories AVB show that camera A is affected by high-frequency noise, more evident following displacement peaks. This disturbance is imputable to the vibrations induced by the vehicles and transmitted through the abutments and piers to the ground and hence to the camera tripod. While both video cameras were equally close to the west abutment (being the offsets between the two cameras 30 cm in the horizontal direction and 40 cm in the vertical direction, as already mentioned in the illustration of their installation), camera F was installed on a stiffer and heavier tripod that eventually filtered more effectively the external vibrations. More details on this issue are discussed in the following paragraph dedicated to the analysis of the measured accelerations. It is shown here the effect of the application of a low-pass filter (LPF) with cutoff frequency 15 Hz to the measurements of the video cameras. The displacements from camera A in Figure 17, Figure 18, Figure 19 and Figure 20 are significantly improved by the application of LPF as compared to the unfiltered signals in Figure 12, Figure 14, and Figure 16. Similar considerations can be repeated for the other camera, although in this case the noise has a lesser impact. For example, in Figure 19 the same LPF was also applied to the signal from video camera F to remove the noise that Figure 18 made more clearly visible.



If the displacements from contact sensor and video cameras are compared with the LPF applied to AVB and FVB, the results in Table 5 are obtained instead of those previously given in Table 4. In this second comparison, the largest discrepancy is 0.185 mm in the case of AVB4 compared to DT4; that is also the largest relative difference (3.92%). The accuracy gap between cameras A and F is lowered. The applied filter reduced the discrepancies between contact and vision-based measurements, with more pronounced benefits when differences are larger, as graphically shown in Figure 21. Accordingly, using a low-pass filter appears to be an effective post-processing procedure in this case.




4.3. Analysis of Measured Accelerations


The signals of the accelerometer at midspan (AC) and the displacement recordings (DT, AVB, and FVB) were processed to compute the frequency of the first vertical mode of the monitored span. The obtained results (Table 6) show differences basically negligible in the frequencies determined from the measurements DT, AVB, and FVB with respect to AC, assumed as the reference value. Accordingly, the video cameras provided estimations of the first modal frequency equivalent to those obtained from the contact sensors, confirming the results already obtained for other bridge typologies [1,2,3,4].



To gain more insight into the frequency contents of DT, AVB, FVB, AC, ACTV, and ACTH, the Power Spectral Density (PSD) is shown for the fourth acquisition (Figure 22). It is observed that only AC and DT permit to recognise the subsequent two modal frequencies. It is also noted that the video cameras are affected by distinct noise above 10 Hz, more pronounced in camera A. Given that the PSDs of the accelerometers installed at the head of the tripod supporting video camera F are more pronounced in the frequency range between 12 and 32 Hz, it can be deduced that the noise in the readings of the cameras originates from the ground vibrations induced by the vehicular traffic on the bridge, filtered by the tripod and transmitted to the video camera. This noise has a frequency content outside the range of the first vibration mode of the bridge being monitored. Nevertheless, it also has a negative influence (although limited) on the accuracy of the peak displacement estimates because of the high-frequency spikes, as already observed.



The relations between the vehicular traffic and the noise in the displacement data extracted from the video cameras are further documented by the measurements presented in Figure 23, where the concurring vertical deflection, midspan deck acceleration, and accelerations on the tripod are shown when a heavy vehicle travels along the bridge. The accelerations in the tripod clearly testify the propagation of the traffic vibrations from the bridge to the ground, and hence in the tripod, as the main source of noise in the video cameras. At this regard, it is important to remark that very small movements of the camera can have an impact on the accuracy of displacement measurements if they induce rotations of the optical axis in the vertical plane. In fact, small rotations are amplified into non-negligible displacements of the camera with respect to the target, especially in the case of a lens with a long focal length and targets far from the camera, as is the case in this study and more in general when vision-based monitoring is adopted. Although the tripod supporting camera A was not equipped with accelerometers or other sensors (due to its smaller head with no space for instruments other than the video camera), the difference in mass (3.25 kg for the tripod of camera A versus 8.40 kg for the tripod of camera B with the added accelerometers) and geometry (larger legs and much larger head) allows to realistically assume a less stable condition for camera A with respect to camera F, adducing this as the main source of the previously observed differences between measurements AVB and FVB.



While the largest vibrations occur when the vehicle runs along the monitored span, there are also acceleration peaks when the midspan deflection is basically zero. This is a consequence of the impact of the vehicle on the expansion joints when entering the bridge, moving from one span to the other, and finally leaving the bridge. Accordingly, if the accelerations on the tripod over the entire 10 min acquisition window are considered, a larger number of peaks with respect to the deflection peaks can be counted, as exemplified in Figure 24 for the fourth acquisition window.





5. Discussion


The presented experimental study adopted two identical video cameras with different settings and installed on two different tripods (one of them equipped with two accelerometers) to monitor the midspan deflections of a medium-span post-tensioned concrete bridge under vehicular traffic. While the many applications of vision-based monitoring of bridges can be found in the literature, very few involved the considered structural typology, expected to be a more demanding test as compared to steel bridges and footbridges used in previous studies. The adopted hardware is simple and cost-effective; the implemented software is based on available computer-vision algorithms that require the installation of artificial targets in the points of the structure to be monitored. Given that no indications could be found in the literature for the choice of a proper target, a simple target design was proposed in this work to provide accuracy and efficiency in the detection of displacements, straightforward camera calibration procedures, and support for the selection of the region of interest (ROI) and template, whose movements within the ROI are tracked during monitoring.



Tests were conducted in a three-span post-tensioned concrete bridge under regular vehicular traffic, selected as it was possible to install a displacement transducer at the midspan of the first span to have a reference measure of the vertical deflection. The two cameras with their tripods were positioned on the ground under the bridge deck, close to the abutment and pointing at the target installed at the midspan, with the optical axis substantially parallel to the bridge axis. In this way, the cameras are in a position protected from rain and direct sunlight that might also be considered for long-term monitoring. Besides these major benefits, the adopted camera position gave two issues: illumination of the targets was insufficient, and the cameras were affected by vibrations transmitted through abutments and piers by the vehicles driving along the bridge. The first problem was solved using a lamp; the second problem was strongly reduced with the adoption of a low-pass filter. Nevertheless, the frequency content of the noise transmitted by the tripod to the cameras was not superimposed with the first natural frequency of the bridge deck; thus, it gave a negative impact mostly on the recordings of the transient response while the estimation of the peak displacements showed limited differences with respect to the reference measures by the contact sensor.



Based on the obtained results during the experimental tests presented in this article, the following remarks are made:




	
Cost-effective hardware (industrial camera, lens, artificial targets) together with software based on an upsampling cross-correlation (UCC) template matching algorithm can deliver accurate real-time measurements of the deflections of medium-span post-tensioned concrete bridges under vehicular traffic as well as precise estimations of their first mode frequency.



	
A simple method was proposed for the design of artificial targets based on just one design parameter (which defines both its global and local geometry) determined as a function of the distance between the camera and the target, the focal length of the adopted lens, and the pixel dimension of the camera sensor.



	
The proposed artificial target, in addition to its main function to serve as a high-contrast surface for the UCC template matching algorithm, was also conceived to allow a very simple camera calibration and to facilitate the selection of the region of interest (ROI) and the template within the ROI. This contributes to standardise the camera setting procedures for the benefit of measure replicability and ease of use.



	
Camera and software settings were varied to understand their effects on the quality of the measurements: one parameter influencing the time resolution, i.e., image acquisition frequency indicated by the acquired frames per second (FPS); three parameters influencing the displacement resolution, i.e., target size, focal length of the adopted lens, and upsampling factor in the UCC template matching algorithm.



	
Increasing FPS was expected to increase the quality of the measurements under dynamic loading. This was not the case due to high frequency noise introduced by the vibrations in the tripod. Thus, no clear benefits were obtained by increasing FPS in the range 30 to 240. This deduction is supposed to change if mechanical solutions to reduce noise will be implemented.



	
Changes in the parameters influencing the displacement resolution were made within the optimal range of the application of the proposed target design. No major benefit was clearly identified in lowering the minimum displacement that could be theoretically measured. However, the considered minimum displacement values were much lower that the peak displacements that were evaluated and lower than the noise induced by the vibrations in the tripod.



	
The differences in selecting the ROI and template as well as the differences in the computation of the pixel counts for camera calibration (one single measure or average of four measures), within the guide of the adopted artificial target, had no noticeable effects on the measurements.



	
The previous two points (no influence of parameters defining displacement resolution within the range imposed by the used target, camera calibration, ROI and template selection) show the effectiveness of the proposed target design in enforcing the replicability of the measurements in vision-based monitoring.



	
The geometric relations derived between the target size and distance, lens focal length, and pixel size of the camera sensor, can also be used to provide indications on the suitability of a given hardware setting or selecting the most appropriate hardware among those available.



	
Possible future developments of vision-based monitoring of post-tensioned concrete bridges are expected to deal with the identified critical aspects: illuminance of the target and vibration limitation of the video cameras.



	
Targets might be improved using highly reflective materials to avoid or reduce the use of lamps, or efficient and cost-effective retro-illuminated solutions.



	
Ways to limit the negative effects of vibrations transmitted to the video camera could be developed using different perspectives: mechanical devices (for example, decoupling connections or tuned tripods) or software algorithms (noise cancellation based on multi-point image tracking with the inclusion of stationary points).



	
A vision-based system, as the one here adopted, relaying on real-time image processing for the extraction of displacement time histories without the need to store large memory-consuming video footages, might be suitable for longer monitoring campaigns or permanent monitoring. However, pilot applications and relevant studies are inevitably required to evaluate the long-term performance of a vision-based system and how night-and-day as well as seasonal changing light conditions can be conveniently handled.









6. Conclusions


This experimental study was focused on the application of a simple and cost-effective vision-based structural monitoring system to a medium-span, post-tensioned, simply supported concrete bridge, a very common typology in many road networks. The objective was the investigation of the quality of the results that can be obtained, understanding the role and influence on the accuracy of the displacement measurements of various parameters relevant to the hardware settings, target geometry, and surrounding environment. Specific interest focused on highlighting possible difficulties and providing practical recommendations to achieve optimal results. The adopted monitoring system was shown to be a very efficient solution for expedite monitoring of the dynamic response of bridges under vehicular traffic, given that few operations are required in its installation, limited to target placement and video camera setup. The proposed target design allowed for simple camera calibration procedures and provided consistent results regardless of the adopted hardware settings, obtaining substantial equivalence of midspan deflection as compared to the reference contact sensor. In addition, very accurate estimates of the first modal frequency of the bridge deck were obtained as compared to the reference accelerometer. Critical aspects were identified in the illumination of the target and in the negative influence of the noise induced by the vehicular traffic in the tripod supporting the video cameras.
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Figure 1. Main technical specifications, characteristics, and conditions influencing the performance of a vision-based monitoring system. 
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Figure 2. Exemplification of the flowchart of the adopted video processing algorithm. 
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Figure 3. Geometric parameters relevant to SF. 
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Figure 4. An example of the proposed target design (left) and suggested definition of the ROI and template within the target (right). 
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Figure 5. Examples of the proposed target as seen using different pixel resolutions. 
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Figure 6. Lower and upper bounds recommended for the proposed target dimensions for lens focal lengths f = 50 mm and f = 100 mm (dpixel = 3.45 µm). Exemplification of the application range of targets with dimensions 10t = 50 mm and 10t = 100 mm. 
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Figure 7. Aerial view of the case study bridge on the day of testing. 
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Figure 8. Lateral view of the case study bridge on the day of testing. 






Figure 8. Lateral view of the case study bridge on the day of testing.



[image: Infrastructures 08 00152 g008]







[image: Infrastructures 08 00152 g009] 





Figure 9. Schematic view of the monitored span of the bridge with indication of the adopted sensors. 
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Figure 10. Video cameras during an acquisition phase and targets installed at midspan, in addition to a displacement transducer and accelerometers. 
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Figure 11. Comparisons between DT4, AVB4 (FPS 120), and FVB4 (FPS 60) in the entire acquisition window. The red box highlights the portion in the close-up of the next figure. 
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Figure 12. Comparisons between DT4, AVB4 (FPS 120), and FVB4 (FPS 60) in the tract of the fourth window corresponding to the passage of the third heavy vehicle. 
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Figure 13. Comparisons between DT5, AVB5 (FPS 240), and FVB5 (FPS 120) in the entire acquisition window. The red box highlights the portion in the close-up of the next figure. 
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Figure 14. Comparisons between DT5, AVB5 (FPS 240), and FVB5 (FPS 120) in the tract of the fifth window corresponding to the passage of the second and third closely spaced heavy vehicles. 
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Figure 15. Comparisons between DT6, AVB6 (f = 100 mm), and FVB6 (f = 50 mm) in the entire acquisition window. The red box highlights the portion in the close-up of the next figure. 






Figure 15. Comparisons between DT6, AVB6 (f = 100 mm), and FVB6 (f = 50 mm) in the entire acquisition window. The red box highlights the portion in the close-up of the next figure.



[image: Infrastructures 08 00152 g015]







[image: Infrastructures 08 00152 g016] 





Figure 16. Comparisons between DT6, AVB6 (f = 100 mm), and FVB6 (f = 50 mm) in the tract of the sixth window corresponding to the passage of the eighth heavy vehicle. 
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Figure 17. Comparisons between DT4, AVB4 (low-pass filter), and FVB4 (raw signal) in the tract of the fourth window corresponding to the passage of the third heavy vehicle. 
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Figure 18. Comparisons between DT5, AVB5 (LPF), and FVB5 (raw signal) in the tract of the fifth window corresponding to the passage of the second and third closely spaced heavy vehicles. 
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Figure 19. Comparisons between DT5, AVB5 (LPF), and FVB5 (LPF) in the tract of the fifth window corresponding to the passage of the second and third closely spaced heavy vehicles. 






Figure 19. Comparisons between DT5, AVB5 (LPF), and FVB5 (LPF) in the tract of the fifth window corresponding to the passage of the second and third closely spaced heavy vehicles.
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Figure 20. Comparisons between DT6, AVB6 (LPF), and FVB6 (raw signal) in the tract of the sixth window corresponding to the passage of the eighth heavy vehicle. 
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Figure 21. Absolute differences in the displacements for the original and filtered measurements obtained from the video cameras with respect to the contact sensor. 
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Figure 22. Power Spectral Density (PSD) in the fourth 10 min window from the displacement transducer (DT), the accelerometer at midspan (AC), the two video cameras (AVB and FVB), and the accelerometers on the tripod of camera F (vertical ACTV and horizontal ACTH directions). 






Figure 22. Power Spectral Density (PSD) in the fourth 10 min window from the displacement transducer (DT), the accelerometer at midspan (AC), the two video cameras (AVB and FVB), and the accelerometers on the tripod of camera F (vertical ACTV and horizontal ACTH directions).
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Figure 23. Trend of the accelerations on the bridge deck and at the top of the tripod of camera F at the occurrence of a deflection peak (DT4, AC4, ACTV4, ACTH4) in the window corresponding to the passage of the third heavy vehicle in the fourth acquisition window. 
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Figure 24. Vertical (ACTV) and horizontal (ACTH) accelerations at the top of the tripod supporting camera F in the fourth 10-min window. 
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Table 1. Adopted vision-based monitoring hardware.






Table 1. Adopted vision-based monitoring hardware.





	
Component

	
Model

	
Main Technical Specifications






	
Video camera

	
Teledyne FLIR BLACKFLY S BFS-U3-23S3M-C

	
Sensor: Sony IMX392 CMOS 1/2.3″




	
Pixel size: 3.45 µm




	
Max resolution: 1920 × 1200 (2.3 M pixels)




	
Readout method: Global shutter




	
Chroma: Monochrome




	
Exposure range: 6.0 μs to 30.0 s




	
Max FPS at full resolution: 163




	
Max FPS at 640 × 480 resolution: 392




	
Max FPS at 320 × 240 resolution: 717




	
Mass: 36 g




	
Lens

	
Tamron 23FM50SP

	
Focal length: 50 mm




	
Max aperture: F2.8




	
Distortion: <0.01%




	
Focus range: 0.2 m–∞




	
Field angle (H × V): 7.6 × 4.8°




	
Mass: 117 g




	
Kowa LM100JC1MS

	
Focal length: 100 mm




	
Max aperture: F2.8




	
Distortion: <0.05%




	
Focus range: 2.0 m–∞




	
Field angle (H × V): 3.8 × 2.4°




	
Mass: 145 g











 





Table 2. Settings of the vision-based monitoring acquisitions.
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	Start Time
	Measure
	f (mm)
	FPS
	10t (mm)
	ROI Size
	Pixel Search
	SF (mm)





	12:15
	AVB1
	100
	120
	50
	129 × 128
	25
	0.4254



	
	FVB1
	100
	120
	50
	183 × 178
	25
	0.4184



	12:30
	AVB2
	100
	120
	50
	115 × 114
	19
	0.4237



	
	FVB2
	100
	120
	50
	174 × 170
	20
	0.4155



	12:45
	AVB3
	100
	120
	50
	122 × 124
	23
	0.4247



	
	FVB3
	100
	30
	50
	170 × 167
	20
	0.4218



	13:05
	AVB4
	100
	120
	50
	123 × 122
	23
	0.4256



	
	FVB4
	100
	60
	50
	168 × 166
	20
	0.4173



	13:30
	AVB5
	100
	240
	50
	111 × 110
	18
	0.4259



	
	FVB5
	100
	120
	50
	160 × 156
	15
	0.4172



	13:55
	AVB6
	100
	120
	50
	124 × 122
	23
	0.4256



	
	FVB6
	50
	120
	50
	85 × 83
	10
	0.8429



	16:00
	FVB7
	50
	120
	100
	145 × 145
	15
	0.8416










 





Table 3. Environmental conditions below the bridge during the tests (20 July 2023).
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	Time
	Temperature (°C)
	Relative Humidity (%)





	11:00
	31.6
	45.9



	12:00
	31.9
	40.4



	13:00
	32.5
	37.9



	14:00
	32.5
	38.3



	15:00
	32.8
	46.3



	16:00
	32.2
	56.2










 





Table 4. Comparisons of displacement measures.






Table 4. Comparisons of displacement measures.





	
Measure

	
Disp. Res.

Rdisp (mm)

	
Disp. Range

dmax (mm)

	
Heavy

Vehicles

	
Max Disp.

(mm)

	
Max Disp.

Diff. (mm)

	
Max Disp.

Diff. (%)

	
Mean Abs

Diff. (mm)

	
Std Abs

Diff. (mm)






	
DT1

	
1.19 × 10−5

	
100

	

	
2.533

	

	

	

	




	
AVB1

	
0.004254

	
10.635

	
4

	
2.662

	
0.129

	
5.10

	
0.091

	
0.045




	
FVB1

	
0.008368

	
10.460

	

	
2.584

	
0.051

	
2.00

	
0.019

	
0.022




	
DT2

	
1.19 × 10−5

	
100

	

	
3.433

	

	

	

	




	
AVB2

	
0.004237

	
8.0503

	
3

	
3.586

	
0.153

	
4.44

	
0.106

	
0.074




	
FVB2

	
0.004155

	
8.3100

	

	
3.468

	
0.035

	
1.01

	
0.045

	
0.035




	
DT3

	
1.19 × 10−5

	
100

	

	
3.778

	

	

	

	




	
AVB3

	
0.004247

	
9.7681

	
24

	
3.873

	
0.095

	
2.51

	
0.130

	
0.066




	
FVB3

	
0.004218

	
8.4360

	

	
3.844

	
0.066

	
1.75

	
0.048

	
0.024




	
DT4

	
1.19 × 10−5

	
100

	

	
4.712

	

	

	

	




	
AVB4

	
0.004256

	
9.7888

	
5

	
4.944

	
0.232

	
4.93

	
0.089

	
0.095




	
FVB4

	
0.004173

	
8.3460

	

	
4.712

	
0.000

	
0.00

	
0.020

	
0.019




	
DT5

	
1.19 × 10−5

	
100

	

	
4.608

	

	

	

	




	
AVB5

	
0.004259

	
7.6662

	
9

	
4.732

	
0.124

	
2.71

	
0.157

	
0.037




	
FVB5

	
0.004172

	
6.2580

	

	
4.617

	
0.009

	
0.21

	
0.048

	
0.043




	
DT6

	
1.19 × 10−5

	
100

	

	
4.640

	

	

	

	




	
AVB6

	
0.004256

	
9.7888

	
12

	
4.830

	
0.190

	
4.10

	
0.159

	
0.080




	
FVB6

	
0.008429

	
8.4290

	

	
4.670

	
0.030

	
0.65

	
0.044

	
0.039




	
DT7

	
1.19 × 10−5

	
100

	
13

	
4.766

	

	

	

	




	
FVB7

	
0.008416

	
12.624

	
4.674

	
−0.092

	
−1.93

	
0.061

	
0.055











 





Table 5. Comparisons of displacement measures with AVB and FVB filtered using a 15 Hz LPF.






Table 5. Comparisons of displacement measures with AVB and FVB filtered using a 15 Hz LPF.













	Measure
	Max Disp.

(mm)
	Max Disp.

Diff. (mm)
	Max Disp.

Diff. (%)
	Mean Abs

Diff. (mm)
	Std Abs

Diff. (mm)





	DT1
	2.533
	
	
	
	



	AVB1 (LPF)
	2.568
	0.035
	1.36
	0.038
	0.035



	FVB1 (LPF)
	2.578
	0.045
	1.77
	0.018
	0.018



	DT2
	3.433
	
	
	
	



	AVB2 (LPF)
	3.506
	0.073
	2.10
	0.057
	0.041



	FVB2 (LPF)
	3.458
	0.025
	0.72
	0.039
	0.032



	DT3
	3.778
	
	
	
	



	AVB3 (LPF)
	3.884
	0.106
	2.81
	0.058
	0.040



	FVB3 (LPF)
	3.844
	0.066
	1.75
	0.047
	0.024



	DT4
	4.712
	
	
	
	



	AVB4 (LPF)
	4.897
	0.185
	3.92
	0.064
	0.082



	FVB4 (LPF)
	4.702
	−0.010
	−0.12
	0.021
	0.019



	DT5
	4.608
	
	
	
	



	AVB5 (LPF)
	4.707
	0.099
	2.15
	0.061
	0.043



	FVB5 (LPF)
	4.605
	−0.003
	−0.06
	0.049
	0.043



	DT6
	4.640
	
	
	
	



	AVB6 (LPF)
	4.704
	0.064
	1.39
	0.067
	0.052



	FVB6 (LPF)
	4.649
	0.009
	0.20
	0.036
	0.036



	DT7
	4.766
	
	
	
	



	FVB7 (LPF)
	4.674
	−0.092
	−1.94
	0.058
	0.055










 





Table 6. Comparisons of the obtained 1st mode frequency from accelerometer at midspan (AC), displacement transducer (DT), and the two video cameras (AVB and FVB).






Table 6. Comparisons of the obtained 1st mode frequency from accelerometer at midspan (AC), displacement transducer (DT), and the two video cameras (AVB and FVB).





	
Acquisition Window

	
AC

	
DT

	
AVB

	
FVB




	
Freq. (Hz)

	
Freq. (Hz)

	
Diff. (%)

	
Freq. (Hz)

	
Diff. (%)

	
Freq. (Hz)

	
Diff. (%)






	
#1

	
3.48

	
3.48

	
0.00

	
3.48

	
0.00

	
3.48

	
0.00




	
#2

	
3.47

	
3.48

	
0.13

	
3.48

	
0.13

	
3.47

	
0.00




	
#3

	
3.45

	
3.45

	
−0.13

	
3.45

	
−0.13

	
3.45

	
−0.13




	
#4

	
3.47

	
3.47

	
0.00

	
3.47

	
0.00

	
3.47

	
0.00




	
#5

	
3.48

	
3.48

	
0.00

	
3.48

	
0.00

	
3.48

	
0.00




	
#6

	
3.48

	
3.48

	
0.00

	
3.48

	
0.00

	
3.48

	
0.00




	
#7

	
3.47

	
3.47

	
0.13

	
-

	
-

	
3.47

	
0.13
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