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#### Abstract

The problem of traffic prediction is paramount in a plethora of applications, ranging from individual trip planning to urban planning. Existing work mainly focuses on traffic prediction on road networks. Yet, public transportation contributes a significant portion to overall human mobility and passenger volume. For example, the Washington, DC metro has on average 600,000 passengers on a weekday. In this work, we address the problem of modeling, classifying and predicting such passenger volume in public transportation systems. We study the case of the Washington, DC metro exploring fare card data, and specifically passenger in- and outflow at stations. To reduce dimensionality of the data, we apply principal component analysis to extract latent features for different stations and for different calendar days. Our unsupervised clustering results demonstrate that these latent features are highly discriminative. They allow us to derive different station types (residential, commercial, and mixed) and to effectively classify and identify the passenger flow of "unknown" stations. Finally, we also show that this classification can be applied to predict the passenger volume at stations. By learning latent features of stations for some time, we are able to predict the flow for the following hours. Extensive experimentation using a baseline neural network and two naïve periodicity approaches shows the considerable accuracy improvement when using the latent feature based approach.
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## 1. Introduction

Public transit systems have been rapidly developed in many metropolitan areas with dense population as a solution to mobility and environmental problems. As an example, the Washington Metropolitan Area Transit Authority (WMATA) reports that more than 179 million trips were made in 2016 using the Washington DC Metrorail system [1]. As many transit systems are still expanding, it becomes paramount to gain more knowledge on such complex systems, in order to facilitate advanced transit fleet and demand management. This particular task, which was until recently hindered by limited amount of flow observations, has now been enabled thanks to the vast amount of smart card data collected by automatic fare collection systems [2].

We approach the problem of modeling and predicting public transport traffic using Washington DC metro fare card logs as a case study. The two main research questions addressed in this work are

1. How discriminative is metro traffic data? Given a daily time series of inflow and outflow of a station, is it possible to infer the name of the station and the date of time series?
2. Based on the results to the previous question, to what degree is it possible to predict the inflow and outflow of metro stations over the next hours?

Compared to road traffic, public transportation traffic run on time tables and utilize a stop/station infrastructure. As such, in shared passenger transport, not all locations are reachable directly, and for those that are reachable, they may not be reachable at all times. Research in relation to public transport has traditionally focused on analyzing individual trips by, for example, grouping types of users with respect to their daily routines and their use of transportation means, to derive, for instance, commute patterns and irregular travel. Our interest in this work is on understanding human mobility patterns in public transport. As such, we investigate travel in its aggregate form, i.e., passenger flow. For road networks, it is important to capture the traffic volume with respect to all edges of the network and over time. One could characterize this as having to observe a continuous vehicular flow in order to study its impact. However, flow in public transit is discrete, as passengers can only exit the network at dedicated (stop/station) nodes. The observation task is thus reduced to capturing the in- and outflow at these station nodes. For our experimental evaluation, we employ Washington DC metro fare card logs. Our goal is to establish patterns of passenger flow with respect to time and stations. This will allow us to cluster stations into groups (i.e., types of stations), to classify 'unknown' stations into one of these types, and to predict the in- and outflow of passengers at a station over time. Our solution for predicting passenger volume can be used to improve multimodal trip planning by, for example, suggesting to skip overcrowded trains or informing passengers about expected fullness of the metro cars during a planned trip. Predicting the outflow of such a network can also help in predicting the volume in other transportation modes. For example, if we can predict a burst of passengers leaving a commuter metro station in the afternoon, we might also be able to predict an increased traffic on the surrounding roads when those passengers take their cars and drive home.

To address such questions, we model, classify, and predict passenger flow as outlined in the remainder of this paper. After a survey of related work in Section 2, we describe the properties of passenger volume data in Section 3 and formalize the problem of classifying and predicting such data in Section 4. Section 5 describes our latent feature extraction and clustering approach to model different train stations and calendar days, and shows how this model can be used to classify traffic flow of unknown stations and further, to predict future traffic flow. In Section 6 we present our proof of concept that gives a strong intuition on how well train stations and days cluster in their latent feature spaces, thus indicating that our classification and prediction approach yields viable results. Finally, in Section 7, we show the results of our experimental evaluation, which includes classification results of unknown train stations, and prediction results for future passenger volume over time.

## 2. Related Work

Our approach to modeling and predicting the passenger flow in the Washington, DC Metrorail system combines two recent techniques that have recently been used in the context of metro traffic prediction: Modeling passenger flows via principal component analysis (PCA), and hierarchical clustering of public transport stations. This section reviews these methods, and surveys existing solutions for traffic prediction using public transportation data.

### 2.1. Modeling Passenger Flow Using PCA

Principal Component Analysis [3] is a technique for dimensionality reduction or feature extraction. PCA converts a potentially large set of correlated variables (such as the traffic flows at a station measured at different times) to a smaller set of uncorrelated variables such that the loss of information is minimized. Recent studies [4] have shown that PCA is highly capable of accurately modeling metro traffic data in the city of Shenzen, China. An advantage of PCA is the ability to model periodic daily and weekly patterns, which are highly distinct in metro data, as shown in [5] using the metro network of Singapore as a use-case. Inspired by the results of [4], we employ PCA to reduce potentially very large time-series into much smaller sets of latent features. Utilizing this small set of latent features that is chosen in a way to maximize variance, and thus information, we cluster these latent features to find similar metro stations and similar days. To choose a clustering method appropriate for public
transportation data, we utilize related work showing that such data exhibits a hierarchical cluster structure [6,7].

### 2.2. Public Transportation Traffic Prediction

Recent studies based on public transportation data from Paris, France, have shown that machine learning methods such as Long-Short Term Memory neural networks are able to achieve high accuracy short-term predictions ( 30 min or less) and high accuracy long-term prediction (one year) [8]. In our work, the goal is to provide a medium-term prediction of the next 12 h . As shown in our experimental evaluation in Section 7, neural networks give poor prediction accuracy with out dataset, due to having only two months of data available to train the network. The reason they fail to achieve high prediction accuracy is that they would typically require large amounts of training data to improve their results. Further, there has been related research on predicting passengers using smart card data [9,10]. While such works also study the behavior of people in the context of public transport, they focus on the micro level, i.e., on individual passengers and their trips. In contrast, our work models and predicts trips at the aggregate macroscopic level, i.e., passenger volume at the station level. One study with similar objectives to ours is [11], a case study of the metro system of Prague. That study uses a $P$ System [12], a computing model mimicking the structure and behavior of a living cell, to estimate the number of passengers using the transportation system at any given time by modeling the passenger behavior using a predefined set of rules. Our work differs in that we do not infer a behavior model, or use information about the number of people inside the trains. We use the inflow and outflow data at stations to model and predict the passenger volume over time.

### 2.3. Road Traffic Prediction

The problem of estimating and predicting traffic density and volume on road networks has received significant attention in the last decades [13-19]. The works presented in [15-17] analyze current trajectories of vehicles to predict their future motion. These micro-level predictions, which consider each individual vehicle, are aggregated to predict the future traffic volume. Approaches like [13,18] predict traffic flow for all edges of the road network based on observed trajectories. This plethora of related work requires trajectory data, in contrast to our case of using Washington, D.C. Metrorail data where only the origin and the destination of passengers is known. Thus, in our setting, we are not interested in the flow on the network, but only in the passenger volume at the discrete nodes (stations) over time. The most related approach is that of [19], which models the in- and outflow of regions within a city to predict the movement of crowds. The main difference is that in our setting, we do not capture the flow between regions. Instead, we want to model and predict a time and station-characteristic passenger volume.

### 2.4. Time Series Prediction

In terms of time series prediction, there has been research on financial forecasting [20] using $k N N$ regression. Parmezan et al. [21] propose a modification of the $k \mathrm{NN}$ algorithm for time series prediction, whereas Do et al. [22] employ a temporal and frequency metric for a $k$ nearest-neighbor classification of time series. A main difference to our prediction of metro traffic inflow and outflow is the spatial component, which semantically connects nearby stations, and a temporal component, which requires any passenger going into the metro to exit the metro soon after. Our experimental evaluation shows that existing solutions for time series prediction are inapplicable to our problem due to an inability to capture these aspects.

## 3. Passenger Volume Data Description

Our objective is to assess and predict passenger flow in public transportation systems. In our work, we use the metro system of Washington, DC as a case study. The Washington Metro has a total of six lines that cover the entire DC metro area, i.e., Washington, DC and parts of Maryland and Virginia. Those lines partially overlap in terms of the rail network they use. The network comprises a total of the 91 stations shown in Figure 1.

Data from fare card records was acquired from the Washington Metropolitan Area Transit Authority (WMATA). Each record in this dataset consist of four values: entry station, entry time, exit station, and exit time. Based on these records, on average, there are 600,000 trips per weekday, 200,000 trips on weekends, and a total of 14 million trips per month. Not all stations are equally busy. For illustration, reconsider Figure 1, which not only shows the station locations, but also its respective passenger volume (indicated by circle size and color). Larger circles of darker color represent more passenger traffic. For example, the busiest station during January 2017 was Union Station with 650,000 passengers beginning their trip at this station. In contrast, only 24,000 passengers entered the least frequented station, Cheverly, during the same time period.


Figure 1. Washington, DC metro stations.

We aggregated the passenger inflows and outflows at stations per 15 min intervals to construct time series of traffic volume per station. The passenger volume is not only station specific, but also time specific. Consider here the example of the Vienna station to the east of Washington, DC. Vienna is the most western Orange Line station, located at a residential area. It is a classical commuter station, i.e., people take the metro in the morning commuting towards the city center and return likewise in the afternoon. A typical weekday passenger volume graph for this station, observed on Wednesday,

February 8, 2017, is shown in Figure 2a. A station located at the city center, such as Federal Triangle (cf. Figure 2 b ), shows a complementary flow, i.e., people exiting the station in the morning and entering it in the afternoon to return home. Figure 2c shows a somewhat different station, "Arlington Cemetery", with people arriving and leaving throughout the day. Notice here the significantly lower passenger volume when compared to commuter stations, i.e., 30 vs .600 passengers per peak 15 min interval (temporal granularity of graph). Observing these passenger volume fluctuations with respect to stations and time, our goal is now to assess and predict it.


Figure 2. Passenger volume: inflow (left) and outflow (right) for three metro stations.

## 4. Problem Definition

We formalize our database of passenger volume in the following:
Definition 1 (Passenger Flow Database). Let $\mathcal{D}$ denote a database of in- and outflow of passengers of a public transportation network Let $\mathcal{S}=\left\{S_{1}, \ldots, S_{|\mathcal{S}|}\right\}$ denote the set of all $n$ stations, and let $\mathcal{T}=\left\{T_{1}, \ldots, T_{|\mathcal{T}|}\right\}$ be the set of days covered by this data set. For a given station $S_{i}$ and a given time $T_{j}$, we let $\mathcal{D}_{i, j, \rightarrow}$ and $\mathcal{D}_{i, j, \leftarrow}$ denote the time series of passengers entering and, respectively exiting station $S_{i}$ on day $T_{j}$.

As an example, the left of Figure $2 a$ shows the inflow $\mathcal{D}$ "Vienna", "08.02.2017", $\rightarrow$, while the right of Figure $2 a$ depicts $\mathcal{D}$ "Vienna", "08.02.2017", $\leftarrow$, i.e., the corresponding outflow.

To combine inflow and outflow, we let

$$
\mathcal{D}_{i, j, o}=\mathcal{D}_{i, j, \rightarrow} \circ \mathcal{D}_{i, j, \leftarrow}
$$

denote the time-series obtained by concatenation of in- and outflow for station $i$ on day $j$. For instance, $\mathcal{D}$ "Vienna", "08.02.2017", ${ }^{\circ}$ is the notation of the concatenation of the two time series shown in Figure 2a, for the Vienna Station on February 8, 2017.

Furthermore, for $x \in\{\rightarrow, \leftarrow, \circ\}$ and for a list of days $T \subseteq \mathcal{T}$ we let

$$
\mathcal{D}_{i, T, x}=\bigcirc_{t \in T} \mathcal{D}_{i, t, x}
$$

denote the concatenation of all time-series of station $S_{i}$ for days in $T$. In the same sense, we define the time-series of the overall flow of a list of stations $S$ on day $j$ as the concatenation:

$$
\mathcal{D}_{S, j, x}=\bigcirc_{s \in S} \mathcal{D}_{S, j, x}
$$

Given a passenger flow database $\mathcal{D}$ as defined above, the challenges approached in this work are to classify days and stations, and to predict future passenger flow. The problem of classification is, given the time-series of a day at a station, to infer the unknown station name and day. The problem of prediction is defined as follows.

Definition 2 (Passenger Traffic Prediction). Let $Q=\mathcal{D}\left(S_{i}, T_{j}, \circ\right)$ be a one-day station time series. Further, let $T_{Q}$ be the known time-interval of $Q$ on day $T_{j}$. The task of passenger prediction is to predict the values of passenger flow during the unknown time $Q \backslash T_{Q}$ of $Q$, given $\mathcal{D} \backslash \mathcal{Q}$.

Both challenges will be addressed in the following two sections.

## 5. Methodology

In this section, we present our approach to model, classify and predict public transport traffic volume.

### 5.1. Feature Extraction

As described in Section 4, passenger volume is given by time series of inflow and outflow at each station for each day. Thus, each station $S_{i}$ is represented by a high-dimensional feature vector $\mathcal{D}_{i, \mathcal{T}, 0}$, corresponding to inflow and outflow at station $i$ over all days. For example, for the data dataset described in Section 3, each station $S_{i}$ is represented by a $2 \times 4 \times 24 \times 59=11328$-dimensional ( 2 flow-directions times four quarters per hour time 24 h a day times 59 days) feature vector $\mathcal{D}_{i, \mathcal{T}, 0}$ that corresponds to $15-\mathrm{min}$ intervals of in- and outflow for the 59 days in January and February 2017. At the same time, each day $j$ is described by a $2 \times 4 \times 24 \times 91=17472$-dimensional feature vector $\mathcal{D}_{\mathcal{S}, j, o}$. Even for a single (station, day)-pair, we have $d=2 \times 4 \times 24=192$ features in our dataset. Yet, clearly, the intrinsic dimensionality of these feature spaces is much lower since some features contain
no information, while others are highly correlated. Consider here that the metro is closed between the hours of 02:00 and 05:00 and the passenger volume is 0 . Further, many stations and/or days exhibit very similar passenger volumes.

Thus, to obtain a more concise volume representation of each (station, day)-pair, we reduce these d-dimensional feature spaces to a $K \ll d$ dimensional space using Principal Component Analysis (PCA) [23]. Although we cannot interpret these latent features directly (as they are linear combinations of the non-reduced d-dimensional features), we can benefit from the fact that PCA maintains similarity between features. Thus, two days (or two stations) that are similar in the full dimensional feature space, are likely to remain similar in the reduced feature space.

Figure 3a shows the cumulative explained variance for the maximal set of principal components from the PCA on the data per station. The blue boxes show the explained variance per component. As can be observed, for $K>6$ the cumulative explained variance is already above $80 \%$. For our evaluation, we use $K=10$ latent features as default, which preserve $85.24 \%$ of the original data variance. Figure 3 b shows the corresponding variance graph for the principal component analysis of the data per day. We observe a similar behavior and choose $K=10$ with a cumulative variance of $84.95 \%$. We denote this $K$-feature PCA-representation of a time series $T S$ as $P C A_{K}(T S)$. The next section shows how we utilize the reduced time series representation $P C A_{K} T A$ to cluster similar stations and similar days.


Figure 3. Explained variance per principal component of the PCA on (a) the time series of stations and (b) the time series of days.

### 5.2. Unsupervised Labeling of Stations and Days

Once time series have been transformed into a lower dimensional feature space using PCA, we can cluster similar days and train stations. To identify similar stations, we cluster the latent features $P C A_{K}\left(\mathcal{D}_{s \in \mathcal{S}, \mathcal{T}, \circ}\right)$ of inflow and outflow of all stations $s \in \mathcal{S}$ over the full time horizon $\mathcal{S}$. For this purpose we use hierarchical agglomerative clustering, often used to cluster features of high-dimensional data such as text $[24,25]$ using the single-link distance to merge clusters in each iteration. This approach yields a cluster dendrogram, which we can analyze visually to identify the number $k$ of meaningful clusters. Using $k$, we cluster the latent feature space using k-means [26]. We use the same approach to cluster the latent features $P C A_{K}\left(\mathcal{D}_{\mathcal{S}, t \in \mathcal{T}, \circ}\right)$ of all days $t \in \mathcal{T}$ to find groups of similar days. Our proof of concept in Section 7 provides dendrograms based on the Washington, DC metro passenger volume, which show that the PCA features do indeed allow to group semantically similar metro stations. For this dataset, our clustering approach allows to automatically group (i) days into weekdays and weekends, and (ii) stations into commercial, residential, mixed, but also downtown and suburban.

### 5.3. Classification

The time series of the passenger flow at each station, after it is transformed to a lower dimensional feature space by PCA, is assigned with a label that corresponds to (i) the station id or (ii) the cluster id, provided by the clustering of stations that was performed using the latent features derived from PCA, as described above. We approach the challenge of automatically identifying the unknown station $S_{\text {? }}$ of an unlabeled time series $Q=\mathcal{D}_{\mathcal{S}_{?, t \in \mathcal{T}, 0}}$, thus mapping $S_{\text {? }}$ to a station in $\mathcal{S}$. We approach this problem on multiple levels of difficulty:

- Task I: Classifying the type of a station, using the unsupervised grouping of stations into clusters as described in Section 7.2.
- Task II: Classifying the exact station label.

Clearly, Task I is the easier task, as it is a $k$-class classification problem, where $k$ is the number of station clusters that we obtained in Section 7.2. In contrast, Task II is a $|\mathcal{S}|$-class classification problem. In particular, some stations may have very similar inflow and outflow throughout the day. For Task I, the challenge is merely to identify the unknown station $S_{\text {? }}$ as "one of these", rather than mapping to the exact station. For example, in our Washington, DC metro farecard data set, we have a total of 91 stations, while having only five station types.

We achieve this classification by using a lazy m-nearest neighbor classification using $P C A_{K}(Q)$ as the query in the latent feature space of all (station, day)-pairs $\left\{P C A_{K}\left(\mathcal{D}_{s, t, o}\right) \mid s \in \mathcal{S}, t \in \mathcal{T}\right\}$ available for training. The result is a set of $m$ feature vectors from the training set for which stations and days are known. We use the distance-weighted majority vote to classify the station and day of $Q$.

Example 1. Given a timeseries $Q=\mathcal{D}_{\mathcal{S}_{?}, " 28.03 .2017 ", \text { o, }}$ observed on March 8, for which inflow and outflow are known, but the station label is unknown. Transforming the feature transform $P C A(Q)$, using a $m=5$-nearest neighbor search, we find the five most similar reduced time series $P C A\left(\mathcal{D}_{S_{2}, "} 14.03 .2017 ",{ }^{\circ}\right), \quad P C A\left(\mathcal{D}_{S_{9}, ~ " 27.03 .2017 ", o}\right), \quad P C A\left(\mathcal{D}_{S_{6}},{ }^{\prime} 13.02 .2017\right.$ ", $\left.{ }^{\circ}\right)$, $P C A\left(\mathcal{D}_{S_{2}}, " 21.03 .2017 ",{ }^{\circ}\right)$, and $P C A\left(\mathcal{D}_{S_{2}, "} 22.03 .2017 ",{ }_{0}\right)$. In this result, three 5 nearest neighbors are labelled with $S_{2}$, one neighbor is labelled with $S_{6}$, and one neighbor is labelled with $S_{9}$. Using the majority vote, we classify $S_{\text {? as }} S_{2}$ to solve Task II. For Task I, we first check the type of each station, and return the majority of their types.

### 5.4. Prediction

The main contribution of this work is to predict the passenger volume of a station, using the tools defined in Sections 5.1-7.2. At a given point in time, and for a given station $Q$, we want to use past passenger volume to predict the future volume. For example, we may want to predict the volume of a station in the afternoon, based on the volume before noon. To perform this prediction, we use an approach similar to the classification approach in Section 5.3. We first find similar (station,
day)-time-series of similar volume trends (in terms of latent features) to $Q$ before a given point in time, in order to use their volume after that point in time, as a prediction. In particular, we map all time series in $\mathcal{D}$ to the (known) past time interval $T_{Q}$, yielding the database $\mathcal{D}^{T}{ }^{2}$. Then, we perform a $k N N$-classification on the latent feature space $\left\{P C A_{K}\left(\mathcal{D}_{s, t, o}^{T_{Q}}\right) \mid s \in \mathcal{S}, t \in \mathcal{T}\right\}$ using only information of the time interval $T_{Q}$ of the whole database. The result is a set of $k$ trajectories having the most similar latent features to $Q$ during time interval $T_{Q}$. For these trajectories, the unknown time interval $T_{j} \backslash T_{Q}$ is averaged and used to predict $Q$.

## 6. Proof of Concept

With this initial proof of concept, our goal is to find similar stations and days in terms of passenger volume. As such we apply the clustering described in Section 5.2 and discuss the results in the following.

### 6.1. Clustering of Stations

A part of the single-link dendrogram for clustering the latent features of the 91 stations in the Washington, DC dataset, as described in Section 4, is shown in Figure 4. The full dendrogram of all 91 stations was not included, due to space limitations. It showed that the latent features of train stations exhibit large groups of mutually similar stations, with only a few outliers. Additionally, Figure 5 shows the elbow curve where we vary number of clusters from 2 to 20 and plot the corresponding sum of squared distances of points to their closest cluster center. There is a very small elbow for $k=3$, however, distortion is still high. Choosing $k=5$ clusters, and running $k$-means on the set of all stations, yields the clustering shown in Figure 6. We can clearly observe that the stations in the center of Washington, DC belong to the same cluster, thus exhibiting similar latent features. During weekdays, commuters exit these stations to reach their workplace in the morning and enter them in the afternoon to return home. While this cluster covers all stations in the downtown area (federal government buildings), there is one other station that belongs to this cluster. "Medical Center" is located approximately 10 miles to the Northwest of downtown and serves almost exclusively the National Institute of Health (NIH), which is another federal agency. The vast majority of passengers at this station are NIH employees/visitors and as such the station has a similar profile to the downtown area.


Figure 4. Clustering of the stations for all the days: part of the dendrogram.


Figure 5. Elbow curve for the selection of the number of station clusters.


Figure 6. Spatial distribution of 5-Means clustering of latent features of the stations.

Another characteristic cluster is that of suburban stations which create a characteristic ring around Washington, DC (shown in dark red color). These stations mostly serve suburban residential areas. Passengers at these stations typically are commuters that take the metro to get to work in the morning and to return home in the afternoon.

A third characteristic cluster is the inner ring of stations around DC (depicted as orange dots in the figure), which serves mixed (residential and business) areas. At these stations, incoming and outgoing passenger volume peaks in the morning as well as afternoon ("camel back" pattern).

We also observe two very interesting outliers, which are dissimilar to any of these clusters. One outlier is "Arlington Cemetery". With no residential or business traffic, its passenger volume is dictated by funeral services and tourism. The second outlier is "Stadium Armory", which serves the RFK soccer stadium. Since there are no games during winter, this station is expected to have very little passenger volume as recorded in our datasets for January and February of 2017.

Overall, clustering the stations based on passenger volume revealed characteristic concentric ring-shaped clusters of stations. An outer ring captures stations serving suburban residential areas. Passengers commute from there to business district stations downtown (center cluster). In between are stations that serve mixed areas that include residential as well as business areas (inner ring).

### 6.2. Clustering of Days

Following the elbow method to determine a useful number of clusters, we present the decrease of the sum of squared distances of samples to their closest cluster center, as we increase $k$ from 2 to 20 clusters in Figure 7. No clear elbow can be seen. We choose $k=4$, expecting to see the categories of weekdays, weekends and a few special days or outliers. Figure 8 shows the result of running a 4 -means clustering on the latent features of the days of January and February 2017. We see that weekends and holidays were perfectly grouped together, keeping in mind that Monday, January 2 was the observed 'New Year's Day', Monday, January 16 was a federal holiday (Martin Luther King Day), and Monday, February 20 was President's Day, another federal holiday. Normal week days perfectly fit into the other clusters.There are two outliers which constitute their own cluster: January 20 and January 21, Inauguration Day and the day of the Women's march, respectively. Both days had unusual event specific passenger volumes and some stations were closed. This shows that the latent features of our passenger volume data can be used to distinguish between days of the week and weekends, and to detect 'special' days such as holidays.


Figure 7. Elbow curve for the selection of the number of clusters of days.


Figure 8. K-Means clustering of the days over all the stations.

Overall, the results of this section prove our concept, that the information stored in our database $\mathcal{D}$, even after the reduction to latent features, allows to discriminate different days and different stations as well.

## 7. Experiments

The clustering of days and stations in Section 6 showed that the latent feature space of passenger volume time series is highly discriminative. We can identify similar stations and similar days in a semantically meaningful way. The following sections will now show how a classification of days and stations (cf. Section 5.3) yields high classification accuracy, and how our approach to predicting passenger flow (cf. Section 5.4) significantly outperforms the naïve solutions of relying on daily and weekly periodicity patterns.

### 7.1. Data

The metro dataset that we use for our evaluation includes all 91 stations from the DC Metro network. It contains data from January 1, 2017 to February 28, 2017. Each record consists of the station name and timestamp from when an anonymous passenger entered the Metro system, as well as the station name and timestamp from when the same passenger exited the system. We aggregated the incoming and the outgoing passengers of each station per 15 intervals, to form inflow and outflow histograms per station per day.

### 7.2. Classification

Our first set of experiments addresses train station classification. We employ a leave-one-out cross validation, thus querying the feature representation of both in- and outflow for each station and day $\mathcal{D}_{S_{i}, T_{i}, \circ}$, and finding its $k=5$ nearest neighbors in the set of latent feature vectors $\operatorname{PCA}(\mathcal{D}) \backslash$ $\operatorname{PCA}\left(\mathcal{D}_{S_{i}, T_{i}, \circ}\right)$. For comparison, we also used a Multi-Layer Perceptron (MLP) classifier, a feedforward neural network with a hidden layer of 100 neurons, a logistic activation function and an adam solver. We used the implementation of the scikit-learn python package [27].

### 7.2.1. Number of Nearest Neighbors

We first perform an experiment to assess the best value of $k$ of the $k N N$ classifier for our analysis. To this end, we vary the number of nearest neighbors from 2 to 30 . The results of this experiment are shown in Figure 9, grouped by days. For each day, the plotted accuracy corresponds to the number of correctly identified train stations. As can be observed, for many weekdays the classification accuracy is very high, at least $90 \%$, and there is a tie among the different values of $k$ in these cases. However, for the days in which the classification accuracy is lower, we can observe that $k=5$ is a reasonable choice as it achieves the highest accuracy in many cases.


Figure 9. $k N N$ Classification accuracy of metro station labels: effect of $k$.

### 7.2.2. Classification Accuracy

Having chosen $k=5$, we compare our latent feature based 5NN classification to the MLP classifier and present the results in Figure 10a. We observe that both methods yield comparable classification accuracy results. On about a third of the days, the $k N N$ classification marginally outperforms the MLP, while for the remaining cases the reverse holds. Nonetheless, both results are very similar. We observe that most of the weekdays show a $90 \%$ or higher accuracy, implying that the vast majority of train stations was identified correctly for those days. This accuracy drops to about $50 \%$ for most weekend days, implying that weekends show a higher variability in terms of passenger flow. Furthermore, we have fewer weekend days than weekdays, such that some of the lower accuracy can be attributed to having fewer training instances. We also note a poor accuracy on January 1, a day that is untypical due to the new years celebrations, as well as Inauguration Day on January 20 and the Women's March on January 21. The similar effect of those days on clustering has been explained in Section 6.


Figure 10. Classification accuracy of metro station labels and cluster labels.

Furthermore, we observe a lower accuracy for February 4 and February 5, which was initially surprising. However, further research on metro operations revealed that several stations were closed for maintenance. The last outlier is Sunday, January 8, a day on which only five out of 91 stations were classified correctly. We attribute this low accuracy to the lowest observed passenger volume (by far)
on this day in our entire dataset. Only 108,000 passengers frequented the metro on this day, while the next lowest volume was 170,000 passengers (another Sunday), and most weekdays have upwards of 600,000 passengers. Over all the days, the average precision of 5 NN was approximately $73 \%$, which is a strong result considering that this is a 91-class classification problem, where random guessing would yield an expected accuracy of less than $1.1 \%$.

The task of classifying the type of station is easier, as explained in Section 5.3. Thus, the classification based on the five cluster labels of Figure 6 yields a much higher accuracy. The results of this analysis are reported in Figure 10b. Similarly to the previous experiment, both $k \mathrm{NN}$ and MLP classifiers yield similar results, with MLP having a slight advantage on some of the days. On many weekdays the classification accuracy reaches its highest at $100 \%$. Even for the outlier on Sunday, January 8, half ( 45 out of 91 ) of the stations were classified as their correct type by 5 NN , yielding a $49.5 \%$ accuracy, versus $68.9 \%$ by the MLP. This result is still better than the expected $20 \%$ accuracy of random guessing of one out of the five cluster labels. The overall accuracy of this task for all the days was $88.3 \%$.

### 7.3. Prediction

In our final set of experiments, we forecast, for each day and each station, the 48 dimensional time series past noon, given the 48-dimensional time series before noon. We perform a leave-one-out cross validation. In other words, we consider each (station, day)-pair individually as the test set, and use all the remaining station data for training (cf. Section 5.4). We employ a $k N N$ regressor trained on the latent features that we extract using PCA on the prior to noon time series of each station-day pair. While we use the five nearest neighbors in the following, we note that we also experimented with varying values of $k=2,3,5,10,20,30$. The resulting predictions were of almost identical quality in terms of average absolute errors. For this reason, we only report the 5NN prediction results. We compare the latent feature based approach to that of artificial neural networks. In particular, we use the Multi-Layer Perceptron (MLP) regressor, a feedforward neural network with a hidden layer of 100 neurons, a logistic activation function and an adam solver. We used the implementation of the scikit-learn python package [27]. In the following experiments, the MLP receives the original features as input, while the $k \mathrm{NN}$ regressor operates on the latent features. We also include two naïve baseline prediction methods, we use the time series of the same station from the previous day (Daily Periodicity) and that of the previous week (Weekly Periodicity). In the first week, with no data available for the weekly periodicity approach from the previous week, we use the second week for prediction. The same applies for the first day of the daily periodicity prediction. To measure the absolute prediction error, we use the Euclidean distance between the predicted time-series and the ground-truth time series.

### 7.3.1. MLP Settings

Figure 11 shows the absolute prediction error averaged for all 91 stations, for varying settings of the MLP regressor. In Figure 11a we vary the number of hidden layers from 2 to 40 . Each layer consists of 100 neurons by default. It can be observed that the average prediction error is almost insensitive to the number of layers of the network. This error is always larger than the latent feature based approach. The reason for this may be that the size of the dataset is not adequate for the training of a neural network, which typically performs better on larger datasets. The execution time increases monotonically with the number of layers, while the prediction quality remains constant. Therefore, in the remaining experiments we choose 1 hidden layer by default.

Figure 11b shows the absolute error averaged for all 91 stations, for different values of the parameter $a$. This parameter is for regularization (penalty) term, that combats overfitting by constraining the size of the weights. Increasing $a$ may fix high variance (a sign of overfitting) by encouraging smaller weights, resulting in a decision boundary plot that appears with lesser curvatures. Similarly, decreasing a may fix high bias (a sign of underfitting) by encouraging larger weights (http:/ /scikit-learn.org/stable/auto_examples/neural_networks/plot_mlp_alpha.html) [27]. It can be observed that increasing $a$ to 100 can lead to higher prediction errors. On the other hand, for $a$
between $10^{-6}$ and 1 the MLP errors remain almost the same. The computational cost does not vary significantly with $a$ in our experiments. Thus, we choose the default parameter of $a=10^{-4}$, which is also the predefined value by the scikit-learn implementation.


Figure 11. Absolute prediction error: $k N N$ vs. MLP artificial neural networks of varying settings.

### 7.3.2. Prediction Quality

A more detailed comparison of the prediction results is shown in Figures 12 and 13 which includes the Daily Periodicity approach, the Weekly Periodicity approach, the MLP neural network, and the latent feature based $k N N$ approach. In the first graph of Figure 12a, for each day, the prediction error is averaged for all 91 stations. For reference, the total passenger volume that passed from all stations each day after noon is shown in the next graph of Figure 12b. We immediately observe substantial errors for January 20 and January 21, which are Inauguration Day and the Women's March, respectively. Clearly, these events were non-periodic and thus difficult to predict. The Weekly Periodicity also exhibits a large error seven days after these events, which is expected, as it simply uses the previous week for prediction, and thus expects an Inauguration and Women's March type event to occur. For the Daily Periodicity, this behavior is observed on the next day, January 22. Both the latent feature based $k N N$ prediction and the MLP prediction results observe high errors on January 20 and January 21, without these two events affecting the prediction quality of other days. The latent feature kNN approach, however, is more resilient and has a lower error than any other approach on those two days, as well as on the remaining of the 'normal' days of our time series. The MLP absolute error follows a similar behavior as the curve of the total aggregate passenger volume of Figure 12b, and reaches up to 700 out of about $7 \cdot 10^{6}$ passengers on 'normal' weekdays. The latent feature based $k N N$ prediction maintains errors below 300 passengers (about $0.004 \%$ of the total passenger flow) on most typical weekdays.


Figure 12. Absolute prediction error: $k \mathrm{NN}$ vs. weekly and daily periodicity prediction.


Figure 13. Absolute prediction error: $k \mathrm{NN}$ vs. weekly and daily periodicity prediction of the three station clusters.

Figure 12c-e show the prediction errors for three individual stations: Vienna-GMU (suburban), Federal Triangle (central) and Arlington Cemetery (outlier). The first two have higher absolute errors as they also have significantly larger passenger volumes than Arlington station. The Federal Triangle is located at the center of D.C. and has lower errors on most days, except for Inauguration Day and the Women's March, where the $k N N$ prediction still outperforms both the neural network (MLP) as well as the periodicity-based approaches. Other than the two outliers, the latent feature based kNN method gives near-zero prediction error for most of the remaining days. This is expected, as the behavior of passengers should be easier to predict on normal days at a central station that commuters visit daily to go to work. A similar behavior can be observed for Vienna-GMU, a suburban station that residents commute from to get to work. Arlington Cemetery on the other hand has more varying prediction errors. They are higher (400-800 passengers) on the week of January 19-25, while the Weekly Periodicity prediction gives high errors for the next week as well. For all three stations, the latent feature based $k N N$ prediction method demonstrates lower errors than employing a basic artificial neural network (MLP) or simply relying on the Daily or Weekly Periodicity.

In the Figure 13a-c we present the absolute prediction errors, averaged over the stations that consist each of the three major clusters of the 5-means, as shown in Figure 6. These are the urban cluster (green central stations), the suburban cluster (dark red outer ring) and the mixed clusters (yellow inner ring). In all these experiments, the latent feature based $k \mathrm{NN}$ approach outperforms the daily and weekly periodicity predictions, as well as the MLP prediction. For the stations that belong to the urban cluster, located mostly at the city center, even on "normal" days (i.e., excluding the outliers of
$1 / 20$ and $1 / 21$ ) the average prediction error may exceed 2000 passengers on some days for the weekly and daily periodicity, while it always remains below 600 for the latent feature based $k N N$ approach. On these typical weekdays, the prediction error of the MLP is on average up to four times higher than that of the latent feature based prediction. A similar behavior can be observed for the suburban cluster on Figure 13b, but the average absolute errors are generally lower (below 1250) for all dates and methods. The MLP again fail to outperform $k \mathrm{NN}$ on typical weekdays, having about double the prediction error. The mixed cluster contains stations in areas that can be both for business and residential. Both the weekly and the daily periodicity prediction introduce high errors (peaks are between 600 and 1000 passengers) on many dates, the MLP errors are of more than 400 passengers even on normal weekdays and peak on 900 passengers for the outlier days, while the latent feature based $k N N$ prediction remains low, below 300 passengers, on all normal days, and it is $20 \%$ better on the two outlier days.

### 7.3.3. Relative Gain in Error

Overall, we see that our examined $k N N$ passenger flow prediction, using expressive latent features, significantly outperforms the naïve periodicity approaches and is consistently better than the MLP neural network prediction. It yields better prediction results for every single day and significantly outperforms these approaches for many days. To better illustrate this gain, Figure 14a shows the relative reduction in prediction error, i.e., the ratio of the absolute prediction error of the latent feature based approach to the MLP error as well as the weekly and to the daily periodicity prediction errors, averaged over all the stations. For most weekdays, the error is reduced by only about $20 \%$ of the weekly periodicity prediction. Given the fact that most weekdays have similar passenger flow, such a moderate improvement is expected, i.e., simply using the periodic data from the week before results in most cases in an acceptable prediction. Still, we want to stress that our approach is able to significantly improve the prediction for such "typical" days and for which the previous week should be a good forecast. We explain this improvement by the ability of our approach to learn latent, unobservable features such as the weather. Even though our data does not explicitly capture any weather information, our PCA approach is able to learn such latent features. It may for example decide that the first 12 h of the day to be predicted look like "a rainy Wednesday", and thus, it may not choose the previous Wednesday, but another rainy weekday as a template for the afternoons' passenger volume prediction.


Figure 14. Relative reduction of the prediction error for the metro data.

Daily periodicity prediction typically suffers on Saturdays and on Mondays, as it tries to predict the behavior of a weekend day using a weekday (i.e., uses the passenger volume of Fridays to predict the volume of Saturdays), and vice versa (i.e., using the passenger volume of Sundays to predict Mondays). In those cases, our approach improves the prediction by $60-95 \%$.

In addition to the already significant improvement in prediction accuracy, compared to the periodicity based approaches, our approach really shines on weekends, which show a more irregular behavior. For many weekend days and holidays, our approach shows a $70-95 \%$ reduction in prediction error of the weekly periodicity. We contribute this highly relevant result to the fact that weekends are less periodic, and more susceptible to latent factors such as temperature and weather. People have to go to work regardless of these latent features, but on weekends, their travel might be more influenced by bad weather, i.e., they stay home when it rains.

Contrarily to the periodicity based approaches, the MLP prediction suffers more on the most typical weekdays, when it tends to underestimate the true passenger volume. The latent feature based outperforms the MLP on all days. However, on these typical weekdays, our approach is able to achieve 2.5 times less error on average over all stations, compared to the average absolute error of the MLP.

Examining the groups of stations that fall in each of the three major clusters of the 5-means separately, we can observe a relatively similar behavior as described above for the full set of stations. Figure 14b shows the relative reduction in prediction error only for those stations that belong to the urban cluster. Our approach outperforms the two baselines, with only two exceptions: Monday, February 6 and Friday, February 10, where the weekly periodicity gives $25 \%$ and $23 \%$ better results, respectively. On both those dates, however, the relative errors of both approaches are already below 0.054 and below 0.044 , respectively. In terms of the MLP, the gain of the latent feature-based approach is more evident for the results of the urban cluster. Our approach outperforms the MLP on every day. It achieves on average $25 \%$ lower errors on the weekends, while it achieves a four times higher prediction quality than the MLP over the weekdays. Furthermore, our method outperforms the periodicity-based approaches as well as the neural network prediction (MLP) on every single date for both the suburban and mixed clusters of stations, as shown in Figure 14c,d.

### 7.3.4. Computational Cost

In terms of computational cost, we measured the average execution time over 100 runs of our method, as well as the weekly and daily periodicity prediction baselines. All the experiments were performed on an Intel Core i5 2.2GHz CPU computer with 11.4GB RAM, running Ubuntu Linux. Both methods were implemented in Python. As expected, the two periodicity-based approaches were faster, with an average of 0.029993 s . The MLP prediction was slower, requiring an average of 14.752 s for a neural network with one hidden layer, while it required up to 260.58 s on average for 40 hidden layers. Our proposed latent feature-based method required an average of 2.284 s , which is not surprising as it searches the entire space of possible (station, day)-pairs, instead of only looking at the same time on the previous day or at the same day and time last week.

## 8. Conclusions

This work focuses on modeling and predicting passenger volume in public transport systems based on mining fare card log files from the Washington, DC Metro system. By using a latent feature analysis approach, we were able to show that time-series of passenger in- and outflows at stations are highly discriminative, allowing us to distinguish different stations as well as weekdays with extremely high accuracy. Using two months of passenger volume data for 91 stations, our evaluation shows that individual stations can be identified with high accuracy. Further, our approach of predicting passenger volume at stations is highly effective and outperforms the two naïve baselines of daily and weekly periodicity prediction, as well as an MLP neural network for every single day. The prediction accuracy improvement was high in many cases as demonstrated by our results.

One of the limitations of our analysis is that we were only given access to completely anonymous fare card data. Thus we were only able to work with aggregates of passenger volume over time. Had we been given pseudonymized data, i.e., pseudo-ids associated with metro users' records entering and exiting the metro system at specific stations and times, then we would be able to perform a more in-depth analysis of the passenger flow patterns over time and extend our work to passenger profiling. We see this as a direction of future work. Another limitation of our analysis is that our dataset spans over the period of two months. Given larger datasets, spanning over longer periods of time, we may have been able to employ deep learning and effectively train multi-layer neural networks in the prediction of passenger flow in the examined metro network and achieve more accurate results. The low data availability gives an advantage to our latent feature-based approach compared to the neural network prediction. It remains to be examined in a future empirical study, whether this advantage continues to hold when dealing with significantly larger data sets. However, it is typically hard to obtain the aforementioned data; in the former case due to passenger privacy issues, and in the latter case due to public safety concerns.

Based on this work, we can give several directions for future research. Our overall objective is to determine human mobility volume, i.e., the flow of people over time and per area. As such, our approach is not only conceptually similar to traffic assessment on road networks, but also complementary, i.e., if we could combine the two volumes over time, it would give us an indication of how many people are present in, for example, different parts of a city. By combining even more movement sources, our goal is to create a movement model for urban areas, which can be used in a variety of application contexts such as emergency management, city planning, transportation planning or even geomarketing.
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