
����������
�������

Citation: Shutters, S.T.; Seibert, H.;

Alm, B.; Waters, K. Industry

Interconnectedness and Regional

Economic Growth in Germany. Urban

Sci. 2022, 6, 1. https://doi.org/

10.3390/urbansci6010001

Academic Editor: Justus H.H.

Wesseler

Received: 16 November 2021

Accepted: 16 December 2021

Published: 21 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Industry Interconnectedness and Regional Economic Growth
in Germany

Shade T. Shutters 1,2,* , Holger Seibert 3, Bastian Alm 4 and Keith Waters 5

1 School of Complex Adaptive Systems, Arizona State University, Tempe, AZ 85287, USA
2 Global Climate Forum, 10178 Berlin, Germany
3 Institute for Employment Research, 10969 Berlin, Germany; holger.seibert@iab.de
4 Embassy of the Federal Republic of Germany, Washington, DC 20007, USA; almbastian@gmail.com
5 School of Complex Adaptive Systems, Arizona State University, Washington, DC 20006, USA;

keith.waters@asu.edu
* Correspondence: shade.shutters@asu.edu

Abstract: Urban systems, and regions more generally, are the epicenters of many of today’s social
issues. Yet they are also the global drivers of technological innovation, and thus it is critical that
we understand their vulnerabilities and what makes them resilient to different types of shocks. We
take regions to be systems composed of internal networks of interdependent components. As the
connectedness of those networks increases, it allows information and resources to move more rapidly
within a region. Yet, it also increases the speed and efficiency at which the effects of shocks cascade
through the system. Here we analyzed regional networks of interdependent industries and how
their structures relate to a region’s vulnerability to shocks. Methodologically, we utilized a metric of
economic connectedness called tightness which quantifies a region’s internal connectedness relative to
other regions. We calculated tightness for German regions during the Great Recession, comparing it to
each region’s economic performance during the shock (2007–2009) and during recovery (2009–2011).
We find that tightness is negatively correlated with changes in economic performance during the
shock but positively during recovery. This suggests that regional economic planners face a tradeoff
between being more productive or being more vulnerable to the next economic shock.

Keywords: regional science; workforce; resilience; Panarchy; co-occurrence; industry structure; Great
Recession; COVID-19 pandemic

1. Introduction

Many of today’s pressing social, economic, and ecological issues are focused in urban
systems [1,2]. They are epicenters of pollution, crime, inequality, and health problems. Yet
urban systems are also epicenters of creativity. They are the global drivers of innovation
and productivity that fuel the global economy and the emergence of new technologies [3,4].
Being the focal point of so many social, ecological, and economic forces makes the man-
agement of regions extremely difficult. More importantly, urban systems are embedded
within regions, with which they share an integrated economy, workforce, and other key
attributes. Thus, our focus in this paper is not specifically on urban systems, but on regions
more broadly.

This complexity of regions has often been an obstacle to understanding and guiding
regions and has resulted in policy interventions that have unintended and sometimes
negative consequences [5]. Fortunately, complexity science has begun to mature to the
point that it is enabling researchers to move beyond lingering obstacles to a fundamental
understanding of regional systems. Here we adopt the framework that regions are complex
adaptive systems [6–8] and that they exhibit a key attribute of such systems, namely internal
networks of interdependent components [9–11]. As the internal connectedness of those
networks increases, it can impact the ability of information and resources to move more
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rapidly and efficiently within a region. Yet, it also increases the speed and efficiency at
which the effects of shocks cascade through the system.

In this study we focus on regional networks of interdependent economic components
and how their structures relate to a region’s vulnerability to shocks. To do so, we utilized
a metric of economic connectedness, known as tightness, which attempts to quantify the
rather ambiguous notion of a region’s aggregate degree of internal interdependencies
relative to other regions. Previously, this measure has only been analyzed in United
States (U.S.) metropolitan areas [12–14] and has shown that regional tightness is positively
correlated with more severe declines in economic performance following a shock [12]. Thus,
economic tightness is intimately linked to resilience and its importance lay in its potential
ability to help anticipate impacts of system shocks, particularly economic shocks.

In our empirical analysis, we focus on Europe’s biggest economy, Germany, for various
reasons. First, the country has emerged as one of the most resilient economies following
thorough labor market and structural reforms at the beginning of the 21st century. Its gains
in competitiveness vis-à-vis countries such as France, Italy, and Spain suggest that it was
not the depreciation of the Euro that served as the key driver of the German economy, but
that it was Germany’s high relative productivity gains [15].

Our study focuses on another potential factor behind the economic success of Germany,
the sectoral connectedness as a proxy for the strengths of regional supply chains as well
as networks and thus important parameters for resilience. Second, regional disparities in
Germany, even if decreasing between West and East Germany after the reunification of both
parts in 1990, still persist [16] and were used as a justification for allocating more than EUR
45 billion for investment subsidies as the main instrument of German regional policy over
the last 30 years [17]. Our analytical approach allows us to explore whether an increase in
regional economic connectedness could lead to a decrease in regional disparities.

Finally, because German labor market regions (LMRs) cover all of Germany, they
provide a valuable contrast to studies of U.S. metropolitan statistical areas, which cover
only larger, urbanized areas of the U.S. In essence this permits a contrast of urban systems
with regional systems.

While others have used skills data to analyze resilience of a single German state [18],
here we use industry employment data to calculate the economic tightness of all 141 German
LMRs. We then compare that metric to each region’s economic performance both during
the shock (2007–2009) and during the subsequent recovery (2009–2011). Using per worker
GDP as a measure of economic performance, we find that tightness is negatively correlated
with changes in economic performance during the shock but positively correlated with the
same indicator during recovery. In other words, regions with tighter economies suffered
more severely during a shock but had larger growth rates in the absence of a shock.

Based on the latest available employment statistics of the Federal Employment Agency
(Bundesagentur für Arbeit), we also analyze the potential relationship between economic
tightness and employment development of German labor market regions in the first months
of the COVID-19 pandemic. We observe that tightness seemed to play a significant role in
regional economic development. This was true even though supply and demand impacts
of the pandemic affected the German economy significantly more symmetrically than the
2007–2009 Great Recession as it impacted public life and therefore wide parts of the service
and retail trade sector.

These overall results support the notion that economic interdependence can make
regions more economically productive but also more precarious. This result concurs
with the so-called Panarchy theory of complex adaptive systems [19–21], which asserts
that systems with higher internal connectedness are more efficient, but also more brittle
and vulnerable to disruption. Thus, regional economic planners must navigate a tradeoff
between being more productive or being more vulnerable to the next economic shock [7,22].
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2. Materials and Methods
2.1. Data and Sources

We performed our analyses on two types of geographical units. The first are Ger-
many’s 401 districts (Landkeise and kreisfreie Städte) which comprise the Nomenclature
of Territorial Units for Statistics (NUTS 3) regions of Germany. These units are roughly
analogous to U.S. counties, and thus we refer to these 401 smaller units as counties here-
after. The second geographical units of analysis are the 141 labor market regions (LMRs) of
Germany as defined by Kosfeld and Werner [23]. LMRs are aggregations of one or more
counties having close commuter links with each other and are considered to be essentially
independent economic units. Each German county is a part of one and only one LMR.

Industry employment data were supplied by Germany’s Institute for Employment Re-
search (Institut für Arbeitsmarkt- und Berufsforschung—IAB) at the county level. Employ-
ment was analyzed at both 3-digit and 4-digit industry code aggregation levels. LMR-level
employment was aggregated from county-level employment data. While employment
could be further aggregated to 2-digit industry level, variance of interdependence values
becomes too small and industries become too ubiquitous to offer meaningful insights.

To assess regional economic performance, we used regional gross domestic product
(GDP) per capita. These estimates are taken from Federal Statistical Office (Destatis) data at
the county level and aggregated to LMRs.

2.2. Quantifying Interdependence, a Pairwise Measure of Industry Interdependence

To quantify an aggregate measure of interdependence characterizing each LMR’s
economy, we first determined which industries are present or absent in each LMR. While a
region may have employment in many industries, we used a threshold of relative abun-
dance to determine presence or absence for our analysis. We applied the traditional metric
of location quotient (LQ):

LQi,m =
(ei,m/ ∑i ei,m)

(∑m ei,m/ ∑m ∑i ei,m)
(1)

where e is the employment in industry i in LMA m. Thus, LQ—also known as Revealed
Comparative Advantage or RCA—is a region’s proportion of employment in i compared
to the national proportion. Following [24] we take an industry i to be present in LMR
m if LQi,m ≥ 1 and absent if LQi,m < 1. This results in an LMR × industry matrix of
presence–absence data.

This matrix was then used to calculate the probability that two industries i and j will
co-occur in a random LMR. Using a variant of mutual information defined in [24] we
quantify the interdependence x between any two industries i and j as

xi,j =
P
[
LQi,m > 1, LQj,m > 1

]
P
[
LQi,m′ > 1

]
P
[

LQj,m′′ > 1
] − 1 (2)

where m, m′, and m′′ denote randomly selected LMRs. The result is an industry × industry
matrix of interdependence values. Two industries that co-occur in LMRs more frequently
than expected by chance will have a positive interdependence value, while two industries
that co-occur less frequently than expected will have negative interdependence. We take
this matrix of interdependence values to be the adjacency matrix of a complete, weighted
network describing how industries interact across Germany. Note that xi,j = xj,i so that the
adjacency matrix is symmetric and the resulting network is thus undirected.

2.3. Quantifying Tightness, a Regional Aggregate Measure of Industry Interdependence

Using the methodology outlined in [12] we then calculated an aggregate measure of
LMR interdependence, or tightness. This method dictates that we first assign an LMR-
specific weight L to each pair of industries present in an LMR using the national-level
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pairwise interdependence x and weighting by the local proportions of employment in each
industry:

Li,j,m =

(
ei,m + ej,m

)
xi,j

2 ∑i ei,m
(3)

where i and j are industries that are both present in LMR m. We then average L across
the total number of links in an LMR’s industry subnetwork to produce an industry-based
tightness metric:

Tm =
2

Nm(Nm − 1)

Nm

∑
i<j

Li,j,m (4)

where i and j are both present in LMR and Nm is the total number of industries present
in LMR m. Note that averaging the weight L across all links in an LMR’s subnetwork is
equivalent to the generalized formula of network density [25,26]. Because tightness is a
dimensionless measure, we normalize tightness values across LMRs as a z-score with mean
of 0 and standard deviation of 1.

2.4. Designation of Time Periods

To understand the role of tightness in the economic performance of German regions,
we correlate tightness with two time periods related to the global Great Recession. While
any division of this recession may be somewhat arbitrary, we designate the shock period
as 2007–2009. This period was chosen as a large year-over-year decrease in both GDP
and employment was experienced from 2007 to 2008, while economic indicators began to
increase after 2009 [27].

We then designated the period 2009–2011 as the recovery period for Germany. Again,
while one may argue that this is somewhat arbitrary, unlike most other countries of Europe,
Germany returned to its pre-recession level of GDP in 2011 [28], and thus we use this year
as the end of our designated recovery period.

2.5. Empirical Treatments

The methodology described thus far applies to data for a specific year, industry
aggregation level, and spatial unit. To examine the effects of industry aggregation level, we
calculated interdependence using employment data aggregated to both 3-digit (N = 270)
and 4-digit (N = 604) industry levels. To better understand the effect of different regional
definitions, we also calculated interdependence using both LMRs (N = 141) and counties
(N = 401).

Thus, for a given year we constructed four interdependence matrices using a 2 × 2
treatment approach. Finally, we replicated this 2 × 2 treatment using both 2007 and 2009
data for a total of eight interdependence matrices (industry level × area type × year).
As our goal is to understand the relationship between economic tightness and regional
vulnerability, years were chosen to correspond to points in time at the beginning of the
2007–2009 global recessions and at the beginning of the recovery period.

3. Results and Discussion
3.1. Industry Interdependence

To calculate the economic tightness of LMRs, we first calculated an interdependence
value for all possible pairs of industries. Industry pairs that tend to appear together in
the same LMRs will have higher interdependence than pairs that rarely occur together.
Industry pairs that occur together less frequently than expected by chance will have a
negative interdependence value.

Interdependence is a nuanced metric that captures elements of relatedness as defined
by Frenken et al. [29] and subsequently adopted by others [30–32]. Frenken’s relatedness
captures linkages between industries sharing similar industry codes in the German industry
classification system. Thus, some industry pairs with high interdependence values also
have high relatedness values, such as “Mining of hard coal” and “Manufacture of coke
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oven products”, which have the highest interdependence of any industry pair with x = 22.5
using 2007 3-digit industry employment at the LMR level.

On the other hand, some highly interdependent pairs are seemingly unrelated in
the Frenken sense, such as “Passenger air transport” and “Fund management activities”
with x = 19.1. Thus, interdependence can also capture so-called Marshallian externali-
ties [33–36]. These industries are related because they share common labor requirements,
natural resource inputs, customers, etc.

3.2. The German Industry Network

Calculating interdependence between all industry pairs results in an industry × industry
matrix of interdependence values. This matrix is taken to be the adjacency matrix of a
complete and weighted national-level industry network, in which nodes are industries and
weights are pairwise interdependence values. The resulting network, shown in Figure 1,
was created using MATLAB’s nonclassical multidimensional scaling function mdscale [37].
Industry pairs that are highly interdependent tend to be near each other in this network,
while pairs with a low or negative interdependence tend to be farther apart.
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Figure 1. Constructing the 2007 German industry interdependence network. Industries that tend to
co-occur together in regions have x > 0 and will tend to be closer to each other in the final network.
Industries that rarely occur together will have x~0 or x < 0 and will be pushed apart in the final
network. Combining all network pairs results in the final German industry network (left). Each node
represents a 3-digit industry and, while the placement of nodes is generally arbitrary, the distance
between any two nodes is a function of an industry’s interdependence x with all other industries.
Links between nodes have been removed for visual clarity.

In any LMR there exists only a subset of all possible industries. This industry portfolio
represents an economic signature of the LMR and can be shown as a subnetwork of the
national-level interdependence network. We take this subnetwork to be the “location” of a
an LMR within a national map. Examples of two LMR subnetworks are shown in Figure 2.
These examples demonstrate visually the concept of tightness as nodes are clustered more
closely together in the LMR with higher tightness (Hamburg) and more dispersed in the
region with lower tightness (Weißenburg-Gunzenhausen).
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Figure 2. Comparison of two German labor market regions (LMRs). The subnetworks locations of
Hamburg and Weißenburg-Gunzenhausen are shown within the 2007 German industry network
of Figure 1. Qualitatively, the density of Hamburg nodes is higher than those of Weißenburg-
Gunzenhausen. We quantify this visually intuitive difference in a regional tightness metric T. Links
have been removed for clarity.

The network shown in Figures 1 and 2 was constructed with 2007 employment data at
the 3-digit industry level for 141 LMRs. Though not shown, we also constructed networks
for each of the other combinations of year, industry aggregation level, and spatial unit, as
described in the empirical treatments of the methods section. Thus, we ultimately created
eight national industry interdependence networks (2007/2009, 3-/4-digit industry code,
141 LMRs/401 counties).

3.3. LMRs and Tightness

Applying industry interdependence values to the eight networks described in the
previous section, we then located the subnetwork of every German spatial unit within the
corresponding network and calculated its tightness T. A list of LMRs having highest and
lowest 2007 tightness values using 3-digit industry data is presented in Table 1.

Table 1. Highest and lowest ranked labor market regions based on 2007 tightness values T.

Rank Labor Market Region (LMR) T 1

1 Wolfsburg (007) 8.27
2 Berlin (109) 5.10
3 Frankfurt am Main (043) 2.68
4 Frankfurt an der Oder (110) 2.05
5 Cottbus (118) 1.68

137 Trier (054) −0.61
138 Koblenz (049) −0.61
139 Kleve (027) −0.62
140 Minden (036) −0.64
141 Passau (086) −0.64

1 T presented as the normalized z-score of raw tightness values.

The distribution of tightness values across regions is highly skewed with only four
regions being more than two standard deviations from the mean T value. The highest
level of interconnectedness in the LMR Wolfsburg is due to the high importance of the
automotive industry there, which is much more pronounced in this region than in any
other German LMR. Approximately one third of all employees in and around Wolfsburg
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work in the automotive and automotive supplier industries in 2008. Employee leasing,
accounting for 6 percent of all employees, may also play a role here.

As the capital region, Berlin is strongly characterized by employment in political
interest groups, but also in information technology services, universities and research
institutes, as well as credit institutes. The Frankfurt am Main region is Germany’s central
banking district. In addition, many employees in aviation, management consultancies are
concentrated here. The regions of Frankfurt an der Oder and Cottbus are characterized by
larger shares of employment in steel production and lignite mining, respectively, and power
generation (coal-fired). Both sectors are characterized by significant direct and indirect
employment effects on other economic sectors in the region and beyond.

LMRs at the lower end of the tightness table, on the other hand, are predominantly
characterized by public-sector industries such as hospitals, geriatric care, social services,
public administration, and retail. In addition, the five regions feature singular concentrated
manufacturing industries that appear to have fewer links to other industries, such as
furniture manufacturing and plastic goods manufacturing.

3.4. Spatial Distribution and Autocorrelation of Tightness

Examining the spatial distribution of 2007 tightness, we find that LMRs with high
tightness are more prevalent in the former East (Figure 3a), while LMRs with low tightness
are prevalent in the west and south of Germany. To identify statistically significant clusters
of LMRs with high and low tightness, we applied Anselin’s local Moran’s I [38,39], a metric
of spatial association. Spatial clusters are neighboring regions with tightness values more
similar to one another than would be anticipated under spatial randomness. The areas of
interest are “high-high” and “low-low”, which are statistically significant spatial clusters of
high and low tightness, respectively. Results presented in Figure 3b confirm that a cluster
of labor markets with high tightness existed in 2007 in Eastern Germany.
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Figure 3. Spatial distribution and autocorrelation of LMR tightness values, 2007. (a) Tightness and
(b) Anselin’s local Moran’s I (LISA) shown here were calculated at the 3-digit industry code level.
Clusters shown in (b) are significant at a confidence level of 0.05 using k-nearest neighbors = 4.
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3.5. Tightness, Productivity, and Economic Shocks

Having calculated each area’s tightness under each of the eight empirical treatments,
we then correlated those values with the area’s economic performance. We took 2-year
change in per capita GDP as our measure of economic performance, calculating it for the
periods 2007–2009 and 2009–2011. Correlations for the eight empirical cases are presented
in Table 2. In all cases, tightness is negatively correlated with changes in GDP during
the shock and positively correlated with changes in GDP during recovery. Furthermore,
we find that correlations are stronger when using 3-digit industry aggregations versus
4-digit industry aggregations, and they are stronger when using labor market regions
versus counties.

Table 2. Correlation coefficients between an area’s tightness T in 2007 and 2009 and the area’s change
in GDP per worker over the subsequent two years. Correlations are presented for two types of spatial
units and for both 3-digit and 4-digit industry levels of employment aggregation.

Labor Market Regions
(N = 141)

Counties
(N = 401)

Industry Level 3-digit 4-digit 3-digit 4-digit
T (2007) vs. GDP change,

2007–2009 −0.22 ** −0.19 * −0.20 *** −0.09 n/s

T (2009) vs. GDP change,
2009–2011 0.34 *** 0.25 ** 0.27 *** 0.14 **

* significant at p < 0.05; ** significant at p < 0.01; *** significant at p < 0.001; n/s = not significant.

This suggests that LMRs are more functional regarding regional economic attributes
than counties. It also suggests that 4-digit industry aggregations may be too sparse to
meaningfully inform our metric of connectedness. Thus, we focus our discussion of this
work primarily on metrics calculated using LMRs and 3-digit industry data.

Overall, our finding that regions with higher tightness had larger percentage drops in
productivity following a shock is consistent with the Panarchy theory of resilience, which
asserts that as systems increase in connectedness, they become more brittle and fragile [21].
This finding also concurs with an analogous study of the effects of the 2007–2009 recession
on U.S. metropolitan statistical areas [12].

However, the fact that regions with high tightness performed better during the re-
covery phase should be interpreted with caution. The recovery period following a shock
may not be comparable to periods without shocks and so we cannot conclude that tighter
economies are, in general, more productive.

3.6. A First Comparison of Tightness Effects and COVID-19 Implications

At first glance, the impact of the COVID-19 pandemic on the German economy was
quite comparable to the Great Recession: GDP in 2020 declined by 5.0%, which was similar
to its decline in 2009 of 5.6%. But does this correspond with a similar association between
tightness and regional economic performance during these two shocks?

Having demonstrated that tightness in 2007 was correlated with worse performance
during the subsequent shock, we calculated tightness during the first months of the COVID-
19 pandemic using the latest years of available employment data. The spatial distribution
of tightness for 2019 and 2020 is presented in Figure 4.

Our analysis suggests that the effect of the COVID-19 pandemic on regional employ-
ment (regional GDP data were not yet available at the time of this study) was very different
from the Great Recession. Comparing September to December 2008 employment develop-
ment with March to June 2020, regional employment declines are distributed more evenly
across counties in the COVID 19 crisis than in the Great Recession. Furthermore, short-time
work—an instrument of German labor market policy that subsidizes wages for staff that
would otherwise have been laid-off due to the economic conditions—varies much more
evenly across regions during the pandemic than it did during the Great Recession.
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Figure 4. Current spatial distribution and autocorrelation of LMR tightness values, 2019 and 2020.
Tightness (a,c) and Anselin’s local Moran’s I (LISA) (b,d) were calculated at the 3-digit industry code
level. Clusters shown in (b) are significant at a confidence level of 0.05 using k-nearest neighbors = 4.
Between 2007 and 2019 the cluster of high-high tightness areas in Eastern Germany grew in size, while
the clusters of low-low tightness in central Germany also grew. Thus, the most recent employment
data indicate a growing spatial segregation within Germany in terms of economic tightness.

Figure 4 also indicates that tightness during the COVID-19 pandemic was not as
negatively correlated with changes in economic performance as during the Great Recession.
The crucial factor for this is that the COVID-19 pandemic was more symmetric in terms of
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sectors being affected significantly negative by the supply shock and contraction of demand,
whereas the Great Recession primarily hit export-oriented manufacturing industries and
only parts of the services sector (especially financial services). Once more data become
available on the regional economic performance during and after the COVID-19 pandemic,
our results should be set into a broader perspective to cover the impact of tightness on GDP
and employment both during a shock and the recovery.

4. Conclusions

In this study, we used a novel metric to assess the level of internal connectedness of
German regions and to assess how that measure relates to economic performance during
and after the shock of the Great Recession. Ours is the first study to apply this metric to
a country other than the U.S. Like U.S. results, we found that regions with more tightly
connected industry structures had larger drops in per capita GDP during the initial shock
and larger growth during the recovery. This suggests a tradeoff faced by regional economic
policy makers between higher productivity and higher resilience.

However, our study examined a very specific shock in terms of type and scope, and
we are careful not to generalize our results to all shocks a region might face. As shown
in Section 3.6, pandemics and other biological threats seem to yield—given a specific
industry interconnectedness—different economic outcomes, and this caution seems to be
justified. For other types of shock, such as trade wars, natural disasters including climate
shocks/extreme weather events, or cyber-attacks, our metric of tightness may also suggest
different implications for economic performance.

Further research is needed to clarify the role of industry interconnectedness under
different types of shock. On a national level, our metric could be used to assess if a certain
degree of tightness might increase the resilience or precariousness of supply chains during
disruptions, and thus promote economic and national security as well as the capacity to
respond to external shocks.

It is also important to note that we analyzed networks of industries. This represents
only one dimension of complex regional economies. Others have conducted similar studies
using occupations [24,40], skills [13,41], and technologies [42]. Thus, future studies should
seek to combine results from these multiple economic dimensions to gain richer insights
into the dynamics and resilience of individual countries.

Finally, we recognize that both our metric of tightness and relatedness metrics derived
from Frenken et al. [31] have a complex relationship with diversity and that diversity has
its own complex relationship with resilience. Future research should seek to disentangle
and characterize these related but distinct attributes of regional economic structure.
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