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Abstract: That games can be used to teach specific content has been demonstrated numerous times.
However, although specific game features have been conjectured to have an impact on learning
outcomes, little empirical research exists on the impact of iterative design on learning outcomes. This
article analyzes two games that have been developed to train an adult audience to recognize and
avoid relying on six cognitive biases (three per game) in their decision making. The games were
developed iteratively and were evaluated through a series of experiments. Although the experimental
manipulations did not find a significant impact of the manipulated game features on the learning
outcomes, each game iteration proved more successful than its predecessors at training players. Here,
we outline a mixed-methods approach to postmortem game design analysis that helps us understand
what might account for the improvement across games, and to identify new variables for future
experimental training game studies.

Keywords: quantitative; video games; training; learning; game design; post mortem; cognitive biases

1. Introduction

Researchers have long argued that digital games are uniquely suited for teaching and training
users [1–3]. Yet, despite decades of research demonstrating that games can be effective pedagogical
tools, we found in a series of studies where many of the features that were typically assumed to be
foundational for designing effective educational games were not as important as other factors that
past games research has rarely manipulated [4–9]. By quantitatively and qualitatively analyzing the
design changes made over multiple iterations of two games, in this article, we outline a process to
empirically assess iterative game design and identify several new variables for experimental training
game research.
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Over the course of four years, our team developed two training games, CYCLES Training Center
and CYCLES Carnivale, to teach adult intelligence analysts to recognize, discriminate, and mitigate six
common cognitive biases (three per game). In creating each game, we utilized iterative prototyping
and extensive playtesting to ensure that the games were playable and that the instructions were
clear to an audience of ages 21–65, who would be playing the game with an expectation to improve
their job-related skills. In three of the experiments for each game, we created multiple versions of
the games to test the impact of specific game features, including character customization, narrative,
and rewards, on learning outcomes. None of these experimental manipulations, however, appeared
to affect the impact of the games. However, our analyses across the multiple experiments showed
that each successive game was increasingly effective at training. Consequently, at the end of the
development process, we were left with the question of what design changes led to the final iteration
of each game being the most effective, given that the variables that were manipulated based on existing
educational and gaming training theories did not impact outcomes.

As others have noted, an iterative model that includes multiple opportunities to gather data from
play sessions provides valuable insight into how closely the current version of a game accomplishes
the game’s learning objectives [10–12]. The question that has received less attention, however, is what
aspects of iteration and what specific game changes are the most effective at improving learning? In this
article, we offer a postmortem analysis of our design process, analyze qualitative and quantitative
data, and discuss the design decisions that led to our results. Although this has been done for
non-educational games [13], it has not been applied to training games specifically, particularly with
multiple versions of the game available for comparison. We demonstrate that easily accessible data
can be used to conduct postmortem analyses for training game analyses, and we offer empirical
support for several best practices in game design based on the existing theoretical literature. We also
identify several variables through our postmortem analysis, which, in addition to being used for game
evaluation, could be used in future experimental studies on educational or training games.

Our multi-method analysis reveals two major themes that guided design choices for both games,
namely: balancing teaching, playing, and testing moments in the game; and managing the difficulty of
the game challenges, quizzes, and language. In what follows, our quantitative analyses support our
qualitative assessment of what we changed with each iteration, providing insight into why each game
worked better than its predecessors. Moreover, our analysis identifies several variables that are rarely
empirically tested in educational and training games research. Further research into these variables
may enhance understanding of what makes for a successful educational or training game.

2. Materials and Methods: CYCLES Training Center and CYCLES Carnivale

The iterative design of each game entailed play testing, pilot testing, and formal experiments
(three per game). In creating and testing our first game, CYCLES Training Center, we developed nine
different versions of the game, playtested and piloted with approximately 125 people, and conducted
experiments that included 1316 students recruited from three universities, and interviews with 82
of those participants. Our second game, CYCLES Carnivale, involved creating six versions of the
game, 100 play and pilot testers, 1224 experiment participants recruited from three universities, and
interviews with 60 of those participants. The details of each experiment are described elsewhere [4–9].
In addition to the university participants in the experiments, the play tests and interviews with
intelligence analysts provided ongoing feedback on the game mechanics and content.

Our first game, CYCLES Training Center, was a single-player, 30-min puzzle game that had the
player infiltrate and survive a series of challenges set in a fictional training center, with guidance
from a somewhat sinister host. The game trained players to identify and mitigate three biases,
namely: fundamental attribution error (FAE), which is the tendency to blame an individual rather
than the environment or context for some action on the part of the individual; confirmation bias
(CB), which is the tendency to seek information that confirms a hypothesis and to ignore information
that disconfirms it; and bias blind spot (BBS), which is the tendency to not see ourselves as biased.
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The game was set in a science fiction-like training center, where players interacted with a series of
‘brain bots’ who either exhibited bias (because of their human brains) or who players needed to fix by
mitigating their own biases (see Figure 1). Figure 2 focuses on the best performing game from each
experiment and demonstrates that performance (comparing pre- and post-test scores) improved with
each experimental cycle.
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Figure 1. Screenshots from the final version of the CYCLES Training Center game illustrate the title
screen and an example of one of the challenge rooms the player needed to navigate.

Multimodal Technol. Interact. 2018, 2, x FOR PEER REVIEW  3 of 16 

 

which is the tendency to seek information that confirms a hypothesis and to ignore information that 
disconfirms it; and bias blind spot (BBS), which is the tendency to not see ourselves as biased. The 
game was set in a science fiction-like training center, where players interacted with a series of ‘brain 
bots’ who either exhibited bias (because of their human brains) or who players needed to fix by 
mitigating their own biases (see Figure 1). Figure 2 focuses on the best performing game from each 
experiment and demonstrates that performance (comparing pre- and post-test scores) improved with 
each experimental cycle. 

 

Figure 1. Screenshots from the final version of the CYCLES Training Center game illustrate the title 
screen and an example of one of the challenge rooms the player needed to navigate. 

 
Figure 2. Immediate training effects by bias for best game per experiment for CYCLES Training Center. 
Experiment (Exp.) 1 n = 80; Exp. 2 n = 96; Exp. 3 n = 121. FAE mitigation—performance on a measure 
that elicited fundamental attribution error; CB—performance on a measure that elicited confirmation 
bias; BBS—performance on a measure that elicited bias blind spot; Combined Bias—a composite 
measure of all three biases; R&D— knowledge-based recognition and discrimination of biases. 

The best performance for CYCLES Training Center was in our third experiment. Playing the game 
twice actually resulted in a better performance, but even after playing the game once, the immediate 
post-test bias mitigation was improved by 68%, and eight weeks later, the bias mitigation was 48%. 
The game also improved bias recognition and discrimination by 101% immediately and 44% at 
retention (eight weeks) after only one play-through. 

Our second game, CYCLES Carinvale, was a single-player, 60-min puzzle game that had the 
player in a sci-fi escape room scenario, having to first learn and then apply skills to escape an asteroid, 
guided by two eccentric, but helpful hosts. The game trained players in recognition and 
discrimination (R&D) and in the mitigation of three different biases, including: anchoring bias (AN), 

0%

20%

40%

60%

80%

100%

120%

Exp 1 Exp 2 Exp 3

%
 I

m
p

ro
ve

m
en

t

Immediate Training EffectsFAE Mitigation

CB Mitigation

BBS Mitigation

Combined Bias Mitigation

R&D (All biases)

Figure 2. Immediate training effects by bias for best game per experiment for CYCLES Training Center.
Experiment (Exp.) 1 n = 80; Exp. 2 n = 96; Exp. 3 n = 121. FAE mitigation—performance on a measure
that elicited fundamental attribution error; CB—performance on a measure that elicited confirmation
bias; BBS—performance on a measure that elicited bias blind spot; Combined Bias—a composite
measure of all three biases; R&D— knowledge-based recognition and discrimination of biases.

The best performance for CYCLES Training Center was in our third experiment. Playing the game
twice actually resulted in a better performance, but even after playing the game once, the immediate
post-test bias mitigation was improved by 68%, and eight weeks later, the bias mitigation was 48%.
The game also improved bias recognition and discrimination by 101% immediately and 44% at retention
(eight weeks) after only one play-through.

Our second game, CYCLES Carinvale, was a single-player, 60-min puzzle game that had the player
in a sci-fi escape room scenario, having to first learn and then apply skills to escape an asteroid, guided
by two eccentric, but helpful hosts. The game trained players in recognition and discrimination (R&D)
and in the mitigation of three different biases, including: anchoring bias (AN), which occurs when
we place too much weight on a trait or initial piece of information; projection bias (PR), which occurs
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when we assume that others share the same values and beliefs that we do; and representativeness bias
(RB), which occurs when we ignore or miscalculate the actual likelihood of events, such as drawing
conclusions based on a limited or misleading set of examples. The original game was set in an alien
carnival where players had to mitigate biases to complete various midway challenges in order to
repair their ship and leave the planet. The final (and most successful game) was set in Mr. Q’s training
academy, where players had to learn to mitigate biases to escape the planet where they had crashed
(see Figure 3). This version of the game also included a structured analytic technique (SAT) component
that required players to thoughtfully reflect on their decision-making process [14]. Figure 4 shows that
at the immediate post-test bias mitigation steadily improved with each iteration, with the exception of
AN, which proved difficult to successfully mitigate.
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Figure 3. Screenshots of the final and best version of CYCLES Carnivale game illustrate the title screen
and an example of one of the challenge rooms the player needed to navigate.
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Figure 4. Improvement of bias mitigation by bias for best game per experiment for CYCLES Carnivale.
Exp. 4 n = 119; Exp. 5 n = 125; Exp. 6 n = 135. AN mitigation—performance on a measure that
elicited anchoring; PR—performance on a measure that elicited projection bias; RB—performance
on a measure that elicited representativeness bias; Combined Bias—a composite measure of all three
biases; R&D—knowledge-based recognition and discrimination of biases.

The best game was the Experiment 6 game, which improved bias mitigation by 45% on the
immediate post-test and 31% on retention (twelve weeks later). It also improved recognition and
discrimination by 58% on the immediate post-test and 20% at retention.
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The game variables (e.g., character customization, rewards, and narrative) that we tested in
our experiments had little effect on the outcome measures, but the overall process of game design
and adjustment resulted in a much-improved game [4–6]. The development process for each game,
however, was slightly different. For example, from a cursory analysis of our design notes and games,
we believe that we designed CYCLES Training Center to be harder with each iteration, while we made
CYCLES Carnivale easier with successive iterations. To determine if any elements of the design process
led to the final game always being the best (rather than ‘breaking’ the game with constant tweaking),
we investigated the following research questions:

RQ1: What changes to the games resulted from the iterative process?
RQ2: Were these changes similar for both games and, if so, do they support the existing best
practices in serious game design?

We used survey data, game log data, and a quantitative analysis of the games to pinpoint the
specific changes made in the development process and learning outcomes. We also examined the game
logs and quantitative analyses of game content to identify the possible effects of the content changes
on players’ progress through the game. This helps us to address the following research questions:

RQ3: Is it possible to quantify game changes in a postmortem analysis?
RQ4: Is there any evidence that specific changes account for the progressively better performance
of the two games through each iterative cycle?

We begin to answer these questions by examining two specific challenges, one from each game,
that were repeatedly adjusted across each iteration to improve the learning outcomes. We then examine
the major themes that dominated these changes. We also use interviews and pre- and post-test results
from our experiments, lab monitor feedback, playtesting session notes and player feedback, and game
click log and timestamp data. Moreover, we conducted qualitative analyses of our design changes and
decisions, a content analysis of game segments across each iteration, and quantitatively analyzed the
language used in the games. Taken together, these analyses demonstrate the utility of a mixed-method
postmortem analysis and an iterative design process, supporting some of the currently proposed best
practices in training game design, and suggesting new variables for future experimental research.

3. Results and Discussion

3.1. Case Study #1: CYCLES Training Center Firebot Changes

Firebot, a confirmation bias challenge, was one of the few rooms that was changed at each
experimental stage of CYCLES Training Center. The original Firebot room was designed as a variation
of an example test developed by the team to illustrate over-specificity and confirmation bias. In the
original demonstration, subjects are given a set of objects and asked to test the objects to determine
which ones are blickets. Players demonstrating confirmation bias should only test objects that fit their
hypothesis of what a blicket is, basing that belief on both shape or color being necessary features for
identity, whereas a single feature (color) was actually the basis for the category label. In this case, after
learning that a ‘blicket’ is round and red, seeking the identity of only objects that are both round and
red, while failing to test whether objects that are just round or just red also qualify as a ‘blicket’, reflects
a confirmation bias [15]. This initial demonstration was then modified to be incorporated into the flow
of the game. In the first game, players were told they would have four rounds of tests to determine
which kind of robot could withstand intense heat—a firebot. Each round increased the number of
bots to choose from. After each round, players were told whether or not the bot they chose to test
was a firebot and the results of their tests were recorded on the back wall of the in-game room. After
four rounds, if they tested the same kind of bot more than once, they were warned that they were
focusing too much on bots that possessed the same, known features and thus might be exhibiting
confirmation bias; if they did not, they were told they successfully avoided the bias. Regardless of
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their path, players were asked to make a final decision about which of five bots was a firebot. If they
did not select the correct bot, they were taken back to the initial test and repeated all four rounds of
testing again until they successfully identified the firebot in the final test.

The original goal for the Firebot challenge was to create an “A ha!” moment for players by eliciting
confirmation bias through play. The difficulty in adapting the blicket test to the game environment,
however, was that players frequently tested unique objects. Early game logs confirmed that fewer
players than expected repeatedly chose the decoy, which was a red, round bot, thereby reducing the
learning moment we had anticipated. This may be because the exploratory nature of play environments
encouraged players to try new potential firebots, rather than continuing to pick similar robots to select
the ‘correct’ option. Indeed, Legare [16] suggests that inconsistent outcomes lead to more exploratory
behavior and encourages subjects to generate new hypotheses. Moreover, in our original game, this
challenge occurred nearly halfway through the game; thus, the players were already aware of the bias.

In developing the Experiment 2 game, we dramatically revised the Firebot challenge to ensure
that players would exhibit a confirmation bias and thus see the bias in action more clearly. Firstly,
we moved the challenge to the start of the game, so that players would enter the room with minimal
knowledge of CB. Secondly, we reduced the number of testing rounds from four to three, and the
number of bots for each round to two, rather than increasing the number in each round. This allowed
us to offer more nuanced and detailed feedback on the limited choices players made through each
testing stage. We also provided more teaching content about the bias between tests. Thirdly, we
changed the first round of tests so that players sent both a yellow, triangular bot and a red, round
bot through the incinerator and thus had no reason to test the round, red bot in subsequent rounds.
But, we also inserted feedback to encourage players to adopt the hypothesis that firebots are red and
actively think about each round as testing this hypothesis. This shifted good reasoning to include
actively seeking disconfirming evidence against this known hypothesis. The feedback for each test
highlighted how their choices tested the hypothesis and emphasized what a biased or unbiased choice
would be. In the final test, players were asked to choose from two bots, a red square (decoy) and
yellow circle (the firebot). The final feedback was based on whether the players chose the correct
bot and the choices they made in tests two and three. We wanted players to focus on the way they
progressed through the tests and how they decided what to test, rather than getting the correct answer.
Accordingly, regardless of their final choice, they were not forced to replay it.

In Experiment 3, after the final (third) test of selecting between two bots, players were forced to
replay the room if their choices exhibited CB. If they did not exhibit CB in tests two and three, but they
still chose the incorrect bot in the final test, they were allowed to continue to the next challenge rather
than replay. This was done to focus players on the process of their decision-making, not the accuracy
of their final choice. If players continued to demonstrate confirmation bias, however, we wanted to
give them a chance to experience mitigation as well. We also adjusted the language about confirming
and disconfirming information and the explanation of the bias with the goal of making the concepts
easier to understand. Finally, feedback on the final test was conditional and referenced each choice
a player made, and whether or not it demonstrated a confirmation bias. These changes supported
players’ unbiased decision making, gently encouraged “A ha!” moments without misleading players,
explained any biased decision-making, gave players the chance to practice unbiased decision-making,
and provided feedback to players on the conceptual content regardless of their performance in
the room.

The log data suggests that the changes we made in Experiment 3 were beneficial for players. For
example, the average number of attempts at Firebot was reduced from 2.12 in Experiment 1 to 1.29
in Experiment 3 (the range of testing attempts was reduced from 1–11 to 1–2). The players could not
repeat the challenge in Experiment 2, although 30% selected the wrong bot on the final test. The data
from Experiment 3 suggest that one more test was sufficient to correct the decision-making process.
Although the effect of these changes cannot be isolated from the myriad of other changes to the
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game, we note that the immediate CB mitigation significantly increased by the final game, with a 57%
improvement in mitigation on immediate post-test, up from 35% for the first game.

3.2. Case Study #2: CYCLES Carnivale Bottle Blast Changes

Bottle Blast, a representativeness bias challenge, was one of several challenges in CYCLES Carnivale
that required players to reveal manually or identify information essential to making an unbiased
decision. The players in Bottle Blast were given a choice of three kinds of objects in order to knock
over a pyramid of glass bottles. The original options were balls, bricks, and feathers, each of which
had a box labelled “ODDS” above it. Players that clicked on all the odds learned that the feather was
actually the most likely to knock down the bottles, but the players could not successfully complete
the challenge unless they revealed all of the odds before making their selection. The players who
failed to do so repeated the challenge. A second round featured three more objects, one of which was
a sock that was again most likely to knock down the bottles. To help players who were unaware that
they could reveal the odds for each object, a companion character in our Experiment 4 and 5 games
reminded players to check the odds after an unsuccessful round.

The biggest issues we faced with this challenge pertained to difficulty and language. Based on the
click logs and participant feedback from Experiments 4 and 5, we realized that some of players failed
Bottle Blast multiple times before realizing that they could reveal the odds for each object. Our original
intention in designing this challenge was to teach players to pay attention to the odds of each option
when making a decision. However, the difficulty many of our players had recognizing the need
to manually reveal the odds indicated that this approach was too demanding so early in the game.
To remedy this in our Experiment 6 game, we made the odds boxes more visually prominent and
changed the text from “ODDS’ to “Click to reveal chances”. We made this change after considering
that not all of the players would understand what odds meant and that we needed to provide a more
explicit set of instructions for what players should do. We also revised the graphical cues to help
players see what they needed to click to reveal the odds. If the player did not click the boxes during
the second round of play, the boxes flashed red. If the player failed to reveal the odds after three or
more attempts, the instructor character (Mr. Q) appeared on the screen and told the player to check all
the odds; the odds were subsequently highlighted in a box with arrows pointing down at each one.
These changes provided a more responsive experience that allowed players an opportunity to explore
on their own, but also intervened when the players were clearly struggling.

Beyond adjusting the difficulty, we added a new teaching segment in the final game that players
completed before Bottle Blast. This new segment provided players with a guided introduction to
representativeness bias, which they then explored more on their own in Bottle Blast. The data suggest
that these changes were beneficial. By looking at the click log data, we found that the average number
of attempts on this challenge decreased from 2.93 attempts in Experiment 4 to 1.55 in Experiment 6.
In addition, our final game was our best game for representativeness bias mitigation, with 74% at the
immediate post-test, up from 42% in the first game.

3.3. Unpacking the Development Process

The above case studies share two common themes, balancing teaching, playing, and testing
moments in the game; and managing the difficulty of game challenges, quizzes, and language. These
themes drove many other changes we made throughout the game development process. They reflect
the need to adjust the feedback amount and type, as well as the games’ interface and graphics to
help guide players through the training content, as we explore through a qualitative analysis in
another publication [6]. However, both of these case studies also demonstrate that there are aspects
of game design that can be quantified and thus allow for a more nuanced examination of the impact
of particular design changes on learning outcomes. In the remainder of this paper, we analyze these
changes with qualitative and quantitative data. We highlight several sources of data that teams can
use when conducting postmortem training game analysis to better understand how particular changes
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made during the iterative design process affect the game’s learning outcomes. Moreover, by singling
out the specific factors we adjusted, we identify variables for future experimental studies of factors
that shape the effectiveness of training games.

3.3.1. Balancing Teaching, Playing, and Testing

One of the key assumptions guiding game-based learning design is that the type of play that
games offer promotes a more active, and thus stronger, form of learning [2,3,17]. Indeed, several
studies focus on the play aspect of game-based learning and provide only a minimal sense of the
type of activities that introduce, frame, or accompany the play spaces these games provide [18–21].
Although important, the field’s focus on play has largely ignored the potential significance of the
amount of instruction and other activities, such as testing exercises, which are necessary to promote
strong learning outcomes in game-based learning.

We can see some of this balancing act in the case studies. In our original designs for Firebot
and Bottle Blast, we gave players ample space to play, without much direction. However, because of
the goals of our project, we had to ensure that players learned the cognitive bias content in a single
short play session, and there are questions about how effectively learning results from situations with
minimal guidance [22]. Giving them too much time to play in any given challenge would slow their
progress through the whole game, leaving some players frustrated and exhausted (and thus having
learned less). Additionally, post-room explanations of the bias proved inadequate in helping players
identify how biases worked in the moments they made decisions. For both challenges, with each
iteration, we spent more time explaining how players’ choices related to the biases and gave players
less time to experiment for themselves. The learning outcomes were improved, although reducing
play did make it feel less game-like for some players, according to our participant interviews. Future
research might manipulate the amount of teaching versus the playing time, to determine if there is an
ideal balance of exploratory play and explicit instruction.

We also increased the number of quiz questions throughout the game and added additional
testing activities in both games. For example, in CYCLES Training Center, we added word puzzles at
the end of each training room that players solved with their knowledge of the bias definitions. We
also added a component where players indicated if they were or were not blind to their biases
at the end of each transition room (a test for our BBS mitigation strategy). CYCLES Carnivale
initially included multiple-choice quiz questions, word puzzles, and a final review level. In the
final iteration, we added review sessions at the end of many of the challenges, where players would
answer multiple choice questions about the learning material they just practiced. Research on learning
outside of game-based learning contexts suggests that testing enhances learning and provides an
important feedback opportunity for learners [23–25]. That seemed to be the case in our studies, yet an
experimental manipulation of the number and type of teaching moments is crucial to understand how
best to use this feature in training games.

Although we were unable to experimentally test this balance of teaching, playing, and testing,
our postmortem analysis demonstrates that the ratio of the game spent on each element changed over
the iterative process. To analyze this, we divided each game into segments corresponding to these
different types of game content. We then calculated the average amount of time players spent in each
of these segments, excluding repeated play-throughs and players who were more than two standard
deviations away from the mean. As the game length also changed from iteration to iteration, we then
converted these to percentages (See Figures 5 and 6).
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Figure 5. Percentage of teach, play, and test sections by experiment for CYCLES Training Center.
Note: values do not add up to 100% because of other components, such as narrative, which is not
counted here.
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As Figures 5 and 6 indicate, in both games we decreased the amount of playing overall and
increased both the teaching and testing. We also spent much more time teaching in our second
game compared to the first, largely because those biases were more complex. For that reason, we
also suggest there is likely not a ‘correct’ ratio for teaching, playing, and testing. Rather, iterative
design, experimental testing, and data analysis are crucial for helping designers find the right balance
between all three components for the content they are teaching. Future research could experimentally
manipulate these factors, however, to determine if there is an optimal range for balancing these types
of content in specific educational and training contexts.

3.3.2. Managing Difficulty

Iteration and testing played a large role in helping us identify the optimal level of challenge in our
games. This is consistent with the principles from popular iterative game design models [10–12,26–29].
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Iterative design and testing is particularly important, as players often interact with and make sense
of a game in surprising and unpredictable ways. Moreover, for training game projects, an iterative
model that includes multiple opportunities to gather data from play sessions, provides valuable insight
into how closely the current version of the game accomplishes the game’s learning objectives [10–12].
One core requirement for robust outcomes seems to be achieving a sufficient level of difficulty in the
learning challenge [30]. As illustrated in our case studies, each change we made in Firebot and Bottle
Blast was to help ensure that players focused on the content they were learning and not on frustrations
with the interface or confusion about what the game was asking them to do. In Firebot, we reduced the
number of choices players made and altered the text to ensure that the feedback taught the necessary
content, regardless of player actions (i.e., even if they always selected the ‘right bot’ they learned about
CB). In Bottle Blast, we added visual and textual signifiers to gently nudge players towards clicking
the odds if they initially did not. Our cycles of development, play testing, and experimental testing
allowed us to achieve the right balance in game challenges, quizzes, and language.

3.3.3. Challenges

Managing the difficulty of the in-game challenges with the difficulty of the training content was
one of our main design considerations. Indeed, many game designers consider designing challenging
tasks to be a key component of quality game design [26,28]. However, the level of challenge a game
provides the players must consider their current ability. Many players may find a game that presents
them with challenges that are too difficult relative to their current ability to be unfair, thus impeding
their motivation to continue playing the game or to seriously engage in the game’s tasks [31,32]. Our
experience rebalancing the difficulty for both games is consistent with prior research on the need for
learning tasks to provide participants with an optimal level of difficulty consistent with their current
ability. Guided by these insights, the goal for training game designers is to create games that are
challenging but not too difficult or too easy, so as to impede on their motivation and learning [33–35].

One of the particular difficulties of our project was that the biases covered in CYCLES Training
Center were much easier to explain than the biases addressed in CYCLES Carnivale. Through our
iterative design process, we found that we initially made CYCLES Training Center too easy and
needed to increase the difficulty of the challenges, whereas we made CYCLES Carnivale too hard and
subsequently made it easier by the third iteration. The appropriate level of challenge was not clear
from playtesting or designer evaluation alone, highlighting the value of iteration and experimental
testing to achieve the proper level of difficulty for both games.

Many of our changes for CYCLES Training Center were to slow players’ to progress through the
game by making the answers to puzzles less obvious or by completing challenges more difficult.
This can be thought of as introducing forms of desirable difficulty, the idea that learning is optimal
when the challenge is not too easy [36]. For example, in the Firebot example described previously,
although we reduced the number of choices players had to make, we added a great deal of feedback
to encourage players to actively reflect on their choices. For FAE, which occurs when events are
deemed to be caused by individuals rather than satiations, we added irrelevant objects for players
to click on when deciding the root cause of a brain bot’s malfunction. The original rooms had a few
possible situational causes and the core mitigation technique for FAE is to always select the situational
explanation. Including additional possible causes forced players to more actively think about their
selections. Similarly, the final room of the game was a BBS room, where the player had to program
a brain bot to realize it is biased, because BBS is the tendency of people to think they are unbiased even
if they can see biases in others. If the bot was not properly programmed, it would walk through the
‘unbiased entities’ door and get blown up. This process repeated until the player got a brain bot to
walk through the ‘biased entities’ door. To make players spend more time with this lesson, we sped
up the bot and thus made it harder to catch before it exploded. We also added additional brain bots
with different programming interfaces so that players had more opportunities to demonstrate their
knowledge of the core game and BBS lessons.
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Click logs data support our qualitative assessment that CYCLES Training Center became harder
(Table 1). The average time players spent in each room increased between the Experiment 2 and
3 games. Additionally, the average time between clicks increased between the Experiment 1 and
Experiment 2 games. Thus, the later versions of the game required players to spend more time making
their choices (a key goal in bias mitigation training) and successfully completing the rooms. These
changes where associated with an overall improvement in bias mitigation (see Figure 2).

Table 1. Descriptive statistics for CYCLES Training Center difficulty variables. SD—standard deviation.
Exp.—Experient.

Exp. 1 Exp. 2 Exp. 3

Variable Mean SD Min–Max Mean SD Min–Max Mean SD Min–Max

Time per room 2 0.73 1.5–9.3 2 0.42 1.7–6 3.2 0.62 2–7
Avg min between click 0.09 0.02 0.03–0.14 0.18 0.04 0.08–0.27 0.18 0.03 0.09–0.29

In contrast, in developing CYCLES Carnivale, our focus was on reducing difficulty. Although
players of our original game demonstrated significant learning, we were concerned that our first game
provided too little instruction on the biases and mitigation strategies, and exposed players to complex
scenarios too quickly. Thus, we added a new introductory tent for RB that introduced players to two RB
subtypes with text, and a series of relatively easy scenarios before players engaged in more difficult
challenges. Similarly, we added a new introductory tent exclusively devoted to the focalism form of
AN. We also revised another quantitative AN challenge that required the players to estimate a value
so that the game guided players through each step of the mitigation strategy (finding a midpoint in
the range of potential values). In the Experiment 5 version of the challenge, the players calculated
a midpoint on their own. For the Experiment 6 version, the game carefully guided players through
each step of the mitigation strategy and provided helpful feedback.

For CYCLES Carnivale, click logs again indicate that we reduced the game’s difficulty (Table 2).
Although the time per room and average minutes per click changed little across experiments, the errors
and the attempts per challenge decreased from the Experiment 4 to Experiment 6 game, suggesting
that the game was easier to complete. At the same time, we improved learning outcomes and bias
mitigation (Figure 4), suggesting that the diminished difficulty of the challenges may have allowed
players to focus on better learning the core content. Future research could attempt to confirm this
relationship by experimentally manipulating difficulty.

Table 2. Descriptive statistics for CYCLES Carnivale difficulty variables.

Exp. 4 Exp. 5 Exp. 6

Variable Mean SD Min–Max Mean SD Min-Max Mean SD Min–Max

Time per room 1.9 0.32 1.3–2.8 1.8 0.31 1.1–2.8 2.0 0.34 1.2–3.0

Average min betweeen
click 0.29 0.06 0.16–0.53 0.24 0.04 0.16–0.53 0.30 0.05 0.18–0.44

Bias identification and
mitigation errors 20 10.4 0–55 13 8.4 1–46 6.4 3.6 0–21

Attempts per challenge 1.3 0.21 1–2.2 1.3 0.25 1–2.5 1.1 0.12 1–1.7

3.3.4. Quizzes

As previously noted, we also found that having testing moments throughout the games was
important for improving R&D. In line with the changes identified above, the CYCLES Training Center
quizzes were made more difficult and the CYCLES Carnivale quizzes were made easier with each
iteration. In the first Training Center game, the quizzes had simple questions designed to reinforce the
teaching from the rooms. With each iteration, we changed the wording to make the questions harder.
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By the final game, we had replaced several quizzes with more difficult questions that asked players to
apply what they had learned about these biases to new, often more complicated real-world scenarios.

The original quiz questions in CYCLES Carnivale provided players with new scenarios to practice
identifying or mitigating biases. Many of these scenarios were more difficult to correctly answer,
relative to early challenges in the game. For the Experiment 5 game, we added more quiz questions
and included even more difficult questions, because in that experimental manipulation, players could
skip challenges if they correctly answered the questions. Quizzes included questions where players
had to select the ‘best definition’ or the ‘most effective’ mitigation strategy for a specific bias among the
choices that required close attention, to determine which one was truly the best option. By Experiment
6, however, we decreased the level of difficulty for the quizzes based on feedback during playtesting.
We removed the trickier ‘best definition’ and ‘most effective’ questions and returned to the simpler
identify-and-mitigate types of questions from the Experiment 4 game, but with simpler wording than
what was used in the original game.

An analysis of the click logs supports our qualitative assessment that we increased the quiz
question difficulty in CYCLES Training Center and decreased the difficulty in CYCLES Carinvale
(Figure 7). It also demonstrates that there was only a minor change in the difficulty between
Experiments 2 and 3, consistent with our qualitative assessment. Also, as we added some difficulty to
Experiment 5, it makes sense that there is little change between that game and Experiment 4. The data
also suggest that around 70% correct was the ‘sweet spot’ for testing difficulty, although we suggest
experimental testing of this in future research.
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3.3.5. Language

Learning theory suggests that unnecessarily complex language impedes cognition [37–39].
Consequently, we endeavored to provide concrete descriptions and explanations that reflected the
multifaceted nature of the biases and our strategies for mitigating them, while simultaneously avoiding
overly complex language. We found it difficult to gauge our success at achieving this balance at the
outset of the development process for both games. Consequently, as our case studies illustrate, it was
only through multiple rounds of iteration and close scrutiny of each iteration’s learning outcomes
that we were able to achieve what we consider to be an appropriate balance between communicating
nuanced learning content and simplicity of language in our games.

To examine how much we actually altered the language in our games, we analyzed several aspects
of the language from the games as part of our postmortem analysis. Our analysis included the number
of words, number of unique words, and language comprehension. Firstly, we analyzed the number
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of words and number of unique words by bias controlling for time using average game component
length. For example, for the analysis of the number of words per minute for projection bias (PR),
we took the total number of words devoted to the projection bias and divided that by the total time,
averaged across the players in projection-focused content. Figures 8 and 9 show the average number
of words per minute displayed to the players by bias per game.Multimodal Technol. Interact. 2018, 2, x FOR PEER REVIEW  13 of 16 
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Figure 9. Average words per minute by bias CYCLES Carnivale.

In CYCLES Training Center, we reduced the number of words we used in confirmation bias (CB)
and in bias blind spot (BBS). However, the number of words used in the fundamental attribution error
(FAE) challenges remained largely unchanged. This is likely because our testing demonstrated success
in teaching FAE, which was easier to explain. In CYCLES Carnivale, we consistently reduced the total
number of words per minute for all of the biases. We also used the Flesh–Kincaid reading index to
measure language comprehension changes, but that analysis did not reveal important differences.
Overall, these findings indicate that we were generally able to simplify the language for the final
games by reducing the number of words per minute devoted to explaining these biases to players.
Future research might experimentally manipulate these language variables, however, to systematically
assess their impact on learning outcomes.
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4. Conclusions

Revisiting our research questions, the major changes made throughout the iterative design process
were balancing teaching, playing, and testing moments and managing the difficulty level (RQ1). There
were some differences in the changes made to each game, however, these were during the iterative
development process (RQ2). Firstly, we made CYCLES Training Center progressively harder, while we
made CYCLES Carnivale progressively easier. There are two reasons for this. Firstly, the biases for the
second game were more challenging to explain and much harder to train players to mitigate. Secondly,
as we found ourselves increasing the complexity of the first game, it is possible that we overestimated
how complex we needed to make the second game. Iteration and testing were key to discovering the
‘sweet spot’ of challenging players without frustrating them. While we also note that the interface
and feedback changes contributed to these outcomes, we were unable to systematically quantify those
changes and so did not include them in this mixed-methods analysis.

There were, however, consistent themes in the development process for both games, which
correspond with the guidelines in game design literature. Yet these are not variables typically
manipulated in the experimental studies of educational and training games. What this postmortem
analysis demonstrates, however, is that these are changes that can be assessed empirically (RQ3).
Specifically, the amount of time spent between instruction, letting players play, and testing on learning
outcomes needs to be experimentally tested to qualify the prevailing assumptions, that play is actually
the most important element of games designed to train. Moreover, while all of the game designers
struggle with making a game challenging but not too challenging, this analysis suggests that the type
of learning content affects how easy or hard a training game such as this should be. Furthermore, this
analysis demonstrates that there are key data points that can be used to focus that iterative process.
For example, to gain a better sense of the amount of play, we conducted a content analysis that
distinguished between the different types of in-game activities in our games, including exploratory
play, teaching, and testing. We also relied on a variety of in-game click logs to ascertain each game’s
difficulty level, including the average time spent in each challenge, average time between each click,
average number of errors per challenge, average number of attempts per challenge, and the average
percent of quiz questions correct. Finally, we evaluated the language complexity of our games using
the average number of words per minute, as well as the average number of unique words per minute.
All of these indicators provide valuable insight and can be easily measured, especially if the necessary
components for conducting these types of analyses are incorporated into the initial game design.

Although we know that the final version of each game performed the best in terms of our outcome
measures, we have no definitive proof that any of these specific changes account for that improvement
(RQ4). We cannot assess their impact on the successfulness of training games without experimental
testing. The methods we used to conduct our postmortem, however, could be used to create versions
of games that manipulate the balance of teaching, playing, and testing, or the difficulty of challenges,
quizzes, and language. Of course, the content, style, and audience for the game will also be important
variables to consider. Nonetheless, these data point to and help operationalize game features that
could inform the future testing of educational and training games.
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