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Abstract: Brain–computer interfaces (BCIs) based on steady-state visually evoked potentials (SSVEPs)
have been well researched due to their easy system configuration, little or no user training and
high information transfer rates. To elicit an SSVEP, a repetitive visual stimulus (RVS) is presented
to the user. The properties of this RVS (e.g., frequency, luminance) have a significant influence on
the BCI performance and user comfort. Several studies in this area in the last one-and-half decades
have focused on evaluating different stimulus parameters (i.e., properties). However, there is little
research on the synthesis of the existing studies, as the last review on the subject was published in
2010. Consequently, we conducted a scoping review of related studies on the influence of stimulus
parameters on SSVEP response and user comfort, analyzed them and summarized the findings
considering the physiological and neurological processes associated with BCI performance. In the
review, we found that stimulus type, frequency, color contrast, luminance contrast and size/shape of the
retinal image are the most important stimulus properties that influence SSVEP response. Regarding
stimulus type, frequency and luminance, there is a trade-off between the best SSVEP response quality
and visual comfort. Finally, since there is no unified measuring method for visual comfort and a lack
of differentiation in the high-frequency band, we proposed a measuring method and a division of the
band. In summary, the review highlights which stimulus properties are important to consider when
designing SSVEP BCIs. It can be used as a reference point for future research in BCI, as it will help
researchers to optimize the design of their SSVEP stimuli.

Keywords: brain–computer interface; BCI; steady-state visually evoked potential; SSVEP; stimuli
design

1. Introduction

The term brain–computer-interface (BCI) was firstly coined in 1973 by Jacques J. Vidal,
who described it as “utilizing the brain signals in a [hum]man-computer dialogue” [1,2]
(p. 157f). A BCI is therefore a communication system, in which the user’s intentions are
communicated without the brain’s normal output pathways, such as peripheral nerves
and muscles [3]. This makes this type of interface relevant to users with reduced motor
abilities. After Vidal coined the term BCI, the research field stayed dormant in the 1970s
and early 1980s. Then, in the late 1980s and 1990s, researchers pioneered the field with new
concepts and applications such as the P300 and steady-state visually evoked potentials
(SSVEPs). P300 is a paradigm which describes event-related potentials (ERP) that are
elicited approximately 300 ms after a stimulus is presented. Around the year 2000, BCI
became a research field on its own with new research teams joining and starting a drastic
expansion in size and scope in the following years [1]. With that expansion, several new
paradigms and applications followed. Regarding SSVEP BCI, various application fields
for impaired and non-impaired users now exist, including assistive technologies, (remote)
control of vehicles, Internet of Things and virtual reality applications [4].
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A BCI consists of a hardware component that captures brain signals and translates
them into commands that can be executed by a computer. This hardware can be inva-
sive or non-invasive. Invasive techniques, such as electrocorticography (ECoG) [5], allow
a high-quality data acquisition but require surgical operations asscoiated with medical
risks. Therefore, non-invasive techniques, such as functional magnetic resonance imaging
(fMRI) [6], functional near-infrared spectroscopy (fNIRS) [7], magnetoencephalography
(MEG) [8] or electroencephalography (EEG) [9], are used in most BCI research and appli-
cations. Among these techniques, EEG is the most popular and widely used due to its
portability, ease of use, high number of brainwave channels and affordability [4]. In general,
three types of BCI exist. They include the following [10]:

1. Active BCI, where the user actively generates the brain signals that should be classified,
for example, using motor imagery (MI). These are usually based on event-related
synchronization/desynchronization (ERS/ERD).

2. Reactive BCI, where a stimulus is presented and the user’s response signal is measured.
These signal responses can be, for example, visually evoked potentials (VEPs), steady-
state visually evoked potentials (SSVEPs), which are evoked by looking at specific
frequencies, or P300 waves, which are event-related potentials stimulated in the process
of decision making.

3. Passive BCI, where no effort on the part of the user is required. In this type of BCI, the
mental state of the user is monitored automatically, for example, whether the mental
state is in attention or relaxation mode.

SSVEP-based BCI has the advantage of an easy system configuration, little or no user
training, and high information transfer rates [11]. In this type of BCI, one or more repetitive
visual stimuli (RVS) are presented during a distinctive frequency and phase. The user can
select a stimulus by visually focusing on it. This evokes an SSVEP response in the brain
that can then be detected and classified through a series of signal processing steps [12].
Figure 1 shows the general structure of an SSVEP BCI.

Figure 1. General structure of an SSVEP BCI.

To investigate the quality of an SSVEP BCI, the SSVEP response is first visualized by the
power of spectral density (PSD) and the signal-to-noise ratio (SNR). Next, the classification
accuracy, classification speed and the number of available targets are calculated. The
accuracy is mainly influenced by the SSVEP response and the SNR. The speed depends
on the time it takes for the SSVEP to be of satisfactory strength. The number of targets
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defines the number of possible commands and can have an influence on the accuracy and
speed [12].

All these variables can be combined by the information transfer rate (ITR), which
describes the amount of information transferred per unit of time (usually minutes):

ITR = s ×
(

log2 N + P × log2 P + (1 − P)× log2

( 1 − P
N − 1

))
(1)

Therefore, the ITR includes s, the number of detections per minute (speed), N, the
number of possible selections (targets) and P, the probability that the desired selection will
actually be detected (accuracy) [13].

Aside from these performance measures, visual comfort and fatigue (i.e., user comfort)
should be taken into account. This is especially important, since, depending on luminance
or chromaticity, flickering stimuli can cause epileptic responses [14]. The user comfort is
mostly measured by a Likert scale that evaluates visual comfort, visual fatigue, flickering
feeling or similar attributes [15–19].

Aside from other components, such as the recording device or the evaluation algorithm,
the properties of the RVS in an SSVEP BCI have a major influence on the performance,
the user comfort and safety [13]. Zhu et al. published a review in 2010 that focused on
the SSVEP BCI performance in relation to the stimulus type, frequency and color [12].
However, since then, there has been a lot of research on the stimulus parameters for SSVEP
BCI. In recent times, several additional factors, aside stimulus type, frequency and color,
have been identified to have influence on the BCI quality. However, this research and
the findings are yet to be synthesized and summarized to date. To bridge this gap in the
existing literature, a scoping review was conducted in order to summarize the work on
stimulus parameters that have a significant influence on the performance/user comfort
and uncover their ideal configurations. The goal of this scoping review is to identify
gaps in the existing body of knowledge and help future researchers and practitioners to
optimize their stimulus selection. To accomplish this goal, the following research questions
were formulated:

• Which parameters, based on the literature, have an influence on SSVEP BCI performance?
• What are the optimal configurations of the parameters?

This paper is organized as follows. In Section 2, the methods of the scoping review are
described. Section 3 outlines the quantitative results and Section 4 shows the qualitative
results of the review. Finally, in Section 5, the results are discussed.

2. Materials and Methods
Literature Search and Inclusion Criteria

For the scoping review to summarize the work on the stimulus parameters for SSVEP
BCI, the following databases were searched: IEEE Xplore, Scopus, ACM Digital Library and
Web of Science. Both authors defined and refined the search string used for the database
search. The exact search strings and filters can be found in Appendix A. Papers were
included in the review if at least one term from each of the following three sets was found
in their title, abstract or keywords: (1) Brain-Computer-Interface*, Brain Computer Interface*,
BCI, Brain–Machine-Interface*, Brain Machine Interface*, BMI (2) Steady-State Visually Evoked
Potential*, SSVEP, Steady-State Visually Evoked Respons*, SSVER (3) Stimul*. The asterisk
matches any combination of letters (e.g., “s”, “us”, “i”, “ation”).

To be included in the review, an article must implement a repetitive visual stimulus for
an SSVEP BCI and its main focus must be on the evaluation with users. Articles that only
focused on inter-stimulus proximity or the number of stimulus targets were excluded, as
long as they focused on the interplay between different stimuli and not on their attributes.
Also, only peer-reviewed journal articles written in English, based on primary data and
published prior to September 2023 were considered.
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The screening and selection of the included articles were executed by the first author
with inputs from the second author. The database search resulted in 1113 papers, out of
which 633 were left after removing the duplicates. These articles were screened based
on the inclusion/exclusion criteria by reading their titles and abstracts, which resulted
in 108 papers. Six of these papers were not accessible. For the remaining 102 papers, a
full-text review was conducted. After the review, 33 papers were excluded, resulting in a
total number of 69 articles for the final review and analysis. An overview of the literature
search strategy is shown in Figure 2.

Figure 2. Literature search strategy and number of papers at each step.

3. Quantitative Results
3.1. Proposals vs. Evaluations

Sixty-nine papers met the inclusion criteria. Fifty of them evaluated the different
stimulus setups with regard to one or several factors to decide which configuration for that
factor was preferable. The other 19 papers proposed new stimulus setups and checked
their feasibility by reporting some performance measures like accuracy or ITR.

3.2. BCI and Experimental Setups
3.2.1. Number of Targets

The number of targets is an important factor to consider when it comes to the design
of a BCI. A higher number increases the number of possible commands, but it can also have
a negative influence on the accuracy of the system.

Among the included papers, 20 of them used only one target and 18 used four
targets—the second most used number. Only eight papers used more than nine targets
with a maximum of 40 targets [20]. A complete overview on the number of targets can be
found in Table 1.

3.2.2. Electrodes Used for Evaluation

Regarding the hardware component used to measure brain activity, all reviewed
papers used EEG and placed the electrodes according to the international 10–20 system or
a subsystem of it. Four papers did not report which specific electrodes they used for the
evaluation, but only reported the total number of electrodes. The other articles reported
the total number of electrodes measured and the subsets of electrodes they used for the
evaluation in their experiment.

Fifty-six papers used less than 10 electrodes for their evaluation (excluding the refer-
ence electrode). Nine electrodes was the number that was used most often by 10 articles,
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closely followed by one and three electrodes, which were used by nine articles each (also
excluding the reference electrode).

Table 1. Number of articles that used a certain number of targets. Five papers are counted twice,
since they used two different setups.

Number of Targets Number of Articles Articles

1 20 [14,17,20–37]
2 2 [38,39]
3 7 [35,40–45]
4 18 [15,18,19,46–60]
5 3 [16,61,62]
6 6 [63–68]
8 3 [69–71]
9 7 [36,37,72–76]
10 1 [77]
12 2 [34,78]
16 2 [79,80]
32 1 [81]
35 1 [82]
40 1 [20]

The electrode positions that were used most often were the electrodes on the occipital
lobe Oz, O1 and O2, which were used in 58, 51 and 51 studies, respectively. The electrodes
PO3, POz, PO4 and Pz on the parietal lobe were also used quite often, with 29, 28, 27 and
25 usages, respectively. A heat map of the used electrodes is shown in Figure 3.

Figure 3. A heatmap of the used electrode in the 10–20 system. Grey electrodes were not used.
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3.2.3. Participants

Regarding study participants, most papers had at least one of the two eligibility
criteria: (1) the participant has normal or corrected to normal vision; (2) the participant
does not have a history of epilepsy.

Fifty-eight of the papers reported only one number of participants, while the other
11 papers had different experiments with varying numbers of participants. From all articles,
62 reported a number of participants that was lower than 21 for at least one of their
experiments. The most common numbers of subjects were 10, reported in 15 papers, and
12, reported in 13. The highest number of participants was 42, reported in two papers.

3.3. Dependent Variables

Overall, the papers used the common evaluation variables for BCI. The classification
accuracy was the most used, by 46 papers, followed by the SSVEP-Response or Spectral
Density, which was reported by 35 papers. Thirty-one papers reported the ITR and twenty-
six reported the SNR.

The user comfort was evaluated in various ways by 40 papers, but no standard way
to measure could be observed. Variables that were measured include the user/visual/
stimulation comfort, preference, (flicker) perception, (visual) fatigue, user experience,
visual irritation and usability. These variables were mostly measured with a short question
(e.g., How much do you like this stimulation? [66]) on a Likert scale. Some papers also used
questionnaires such as the NASATLX [83] or the UEQ [84].

In cases of special experimental setups or investigation goals, a few papers also used
additional dependent variables such as task completion time or typing speed.

Most of the variables, including accuracy and ITR, are not solely dependent on the
stimulus parameters but also on other factors, such as the classification algorithm. In
addition, there is no standard measurement instrument for the visual comfort. Due to
these limitations, an evaluation of the stimulus parameters between papers based on these
variables, would not be valid. Therefore, in the following section, the results from each
paper will be reported without a comparison of their dependent variables.

3.4. Stimuli Categorization

In their review, Zhu et al. classified the repetitive visual stimuli into three categories:
light, single graphic and pattern reversal [12]. This categorization is not really selective.
For example, one could argue that a black–white flickering square, categorized as single
graphic, is the same as a 1 × 1 pattern reversing checkerboard, which would then be
categorized as pattern reversal. Or it can be argued that there is not a huge difference
in the stimulus between the light and single-graphic categories except the device. Since
newer stimuli and devices have been and are being developed, this categorization is not
up-to-date anymore. Therefore, a new categorization is proposed based on the two factors:
stimulus type and device.

3.4.1. Stimulus Type

All stimulus types used can be classified as pattern-reversal stimuli, since after a
certain amount of time, the stimulus was repetitive. The stimulus types can be divided
into two main categories: (1) Those that use flicker, so a fixed area (e.g., pixels on an LCD
screen) changes its luminance or color; (2) Those that use motion, so the area, in which
luminance and color changes, are not fixed (e.g., a moving box). Some stimuli also combine
both characteristics.

Among the analyzed papers, 66 implemented at least one flickering stimulus. This
number includes 16 articles that implemented a pattern-reversal checkerboard, which is a
special type of flickering stimulus. The specialty of the checkerboard is that the transition
from an OFF to an ON state (e.g., black-to-white) happens twice a cycle.
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Twelve papers implemented at least one motion stimulus and four papers imple-
mented a combined motion and flickering stimulus. The total number exceeds 69, since
some papers implemented more than one stimulus type.

3.4.2. Device

Device is the second factor based on which visual stimuli can be categorized. In terms
of BCI applications, the choice of device is often guided by the context of use since it
puts physical limits, e.g., the portability or viewing distance, on it. But also, the stimulus
design is affected by the type of device. For example, the refresh rate of a screen limits
the frequencies that can be created with it to be the integer divisors of the rate [79]. A
phase-approaching stimulation to also create frequencies that are not integer divisors is
possible. However, it results in a worse but still acceptable SSVEP response, accuracy, and
ITR [68]. From the review, three major categories of devices emerge: (1) light-emitting
diodes (LEDs); (2) screens (liquid–crystal displays—LCD, cathode-ray tube—CRT, hybrids);
(3) augmented and virtual reality (AR/VR) displays such as head-up displays or head-
mounted displays (HMD).

Out of the 69 analyzed papers, 16 used LEDs as stimulation devices. These papers are
charted in Table A1. Screens were used by 48 articles. These screens were liquid–crystal
displays (LCD) in 43, cathode-ray tube screens (CRT) in three, and LED–LCD hybrids in
two cases. One paper just referred to the device as a “screen”. The articles that used screens
are listed in Table A2. AR and VR displays were used by 12 papers, among which 8 were
head-mounted AR glasses, 3 were head-mounted VR glasses, and 1 was a head-up display.
These papers are listed in Table A3. A summation of the reported number exceeds 69, the
number of analyzed papers, since some papers used multiple device types.

4. Qualitative Results
4.1. Evaluated Stimuli Factors

In their review, Zhu et al. evaluated the stimuli according to the rendering devices,
stimulation frequencies and colors aside from the stimulus type [12]. Ng et al. stated that
the stimulus temporal frequency, spatial size, number of simultaneously displayed stimuli
and their spatial proximity are the four minimum variables to consider when setting up
an SSVEP BCI visual stimulus [49]. Since the papers on inter-stimulus proximity or the
number of stimuli were excluded from the review, the following stimulus factors were
evaluated by the reviewed papers: (1) stimulus type; (2) device; (3) frequency; (4) wave
parameters; (5) luminance; (6) color; (7) size and shape; (8) viewing distance; (9) dimensions;
and (10) fixation point.

4.1.1. Stimulus Type

Apart from the classic flickering or pattern-reversal checkerboard stimuli, several
motion stimulus types have been used and proven to work. These include a sliding shape
that moves every iteration [51,55], a grow–shrink stimulus [15,16,54,66], a Newton ring
stimulus [66], a spinning icon/flipping coin [55,77], a rotation stimulus [44,73], a ring-
shaped arc inverse pulsation [55], a ring-shaped arc inverse rotational oscillation [55], a
ring-shaped checkerboard that contracts concentric [20], and a gaiting action video [53]. A
visual overview of the different stimulus types can be found in Figure 4.

Some of the papers compared different stimulus types. Regarding the flickering
stimuli, Peguero et al. showed that the on–off flickering stimulus is superior to pattern-
reversal checkerboard in terms of power response except that it has less visual comfort [62].

Comparatively, the flickering stimulus outperformed the motion stimulus in terms
of accuracy and ITR [53,55,66]. In terms of comfort, the flickering stimulus produced
significantly lower values than the grow–shrink and Newton ring stimuli [66]. The work
by Stawicki and Volosyak showed no significant difference in comfort between flickering
and motion stimuli [55].
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Figure 4. An overview of the different stimulus types. Original image sources: [20,53,55,66,77].

Among the motion stimuli, grow–shrink gave better accuracy than the Newton ring
stimulus [66]. The sliding shape (circle) and flipping coin stimuli had a significantly higher
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ITR than the checkerboard pulsation, arc inverse pulsation and arc inverse rotational
oscillation [55]. Chai et al. reported that the grow–shrink was more comfortable than the
Newton ring stimulus [66], while Stawicki and Volosyak found no significant difference in
the comfort between sliding shape (circle), flipping coin, ring-shaped checkerboard, arc
inverse pulsation and arc inverse rotational oscillation stimuli [55].

In AR, the grow–shrink stimulus had better accuracy than the flicker and significantly
higher accuracy than a checkerboard pattern-reversal stimulus [54]. In contrast to this,
Zehra et al. reported no significant difference, with the grow–shrink stimulus performing
worse [16]. In VR, Choi et al. found that the stimulus type that is rated as more comfortable
generally outperforms others. In their experiment, the grow–shrink stimulus achieved
better classification accuracy than a checkerboard stimulus [15].

Some articles combined both motion and flickering in their stimulus. It was shown
that a combination of grow–shrink and flicker or rotation and flicker can achieve an
acceptable SSVEP response and accuracy (>90%) [73,80]. In terms of accuracy and ITR,
a square-shaped flickering and rotating stimuli outperformed a flickering-only stimulus,
especially with slow and clockwise rotation [44]. Also, the combination of flicker or pattern-
reversal checkerboard with a grow–shrink stimulus could increase the SSVEP amplitudes,
depending on the waveform [59]. However, the combination of flickering and sliding shape
stimuli decreased the performance compared to the flickering-only stimulus [76].

4.1.2. Device

The traditional devices for SSVEP BCI are LEDs or screens. LEDs evoke significantly
larger SSVEP than LCD or CRT screens, but require a more complex hardware setup [22].
Although screens are easy to use, they limit the number of displayable frequencies. Between
LCD and CRT screens, no significant difference was found regarding the SSVEP response;
however, most participants reported higher eye tiredness for the CRT screens [22]. To
combine the advantages of both devices, hybrid LED–LCD monitors were developed and
used by some authors in their experiments [50,81].

New devices require checking their feasibility. Therefore, Bi et al. showed that head-up
displays can be used for SSVEP BCI [39]. AR-glasses are also feasible to evoke SSVEP. In
comparison to screens, some studies found that an LCD screen shows significantly higher
accuracy [54,60]. In contrast, other studies did not find a significant difference between
LCD and AR [43,67].

4.1.3. Frequency

The set of frequencies is one of the most important factors in SSVEP BCI. Usually,
all input options are coded by distinct frequencies and therefore the number and distinc-
tiveness of frequencies defines the number of options and accuracy. This distinctiveness
may be affected by the fact that SSVEPs are evoked at the fundamental frequency but also
at their harmonics [85]. Therefore, the use of fundamental and harmonic frequencies to
code different targets in one BCI, e.g., target A with 7 Hz or target B with 14 Hz should
be avoided. However, the detection and evaluation of the response at the harmonics can
be useful for the classification [31]. Siribunyaphat and Punsawad mixed fundamental
frequencies with their harmonics in one target, e.g., target A with 7 Hz and 14 Hz; target B
with 10 Hz and 20 Hz. This approach resulted in higher SSVEP response but higher visual
fatigue than when only displaying one frequency [71].

SSVEP can be elicited for frequencies from one to at least 90 Hz [86]. Usually, the
frequencies are divided into three bands, a low- (1–12 Hz), a medium- (12–30 Hz) and a
high-frequency (30–60 Hz) band [12]. The peak of the low band is at 10 Hz and for the
medium at 16–18 Hz [86,87]. However, 15 Hz is also reported as evoking the strongest
reaction in human brains. High frequency flickers above 40 Hz are believed to be more
comfortable [27]. Flickers above the high-frequency band are mostly indistinguishable from
non-flickering stimuli, since they are above the critical flicker frequency (CFF), which is at
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50–70 Hz [35,37,88,89]. Therefore, a fourth, flicker-free band (60–90 Hz) can be proposed
and tested in future work.

Among the reviewed papers, the most used frequency was 10 Hz, by 33 papers,
followed by 12 Hz, which was used by 29 papers. The highest frequency used was 120 Hz,
but it was only used to evaluate the flicker perception [58]. Other papers used frequencies
from 71 Hz and 100 Hz as carrier-frequencies, so the highest frequency in the articles, to
actually elicit an SSVEP, was 70 Hz [35]. Overall, 55 papers used low-band frequencies,
50 medium-band frequencies, 14 high-band frequencies and 5 flicker-free band frequencies.

In several articles, the medium-band frequencies (with maxima at 13 Hz, 14 Hz, 15 Hz
and 16 Hz) resulted in a higher SSVEP response, SNR and accuracy than the lower-band fre-
quencies with the exception of 10 Hz, which is also a local maximum [14,25,27,31,36,37,45].
In contrast, some work also found higher responses at lower frequencies (e.g., 8.33 Hz) [40]
or no significant difference [23].

Frequencies of the high- and flicker-free frequency bands resulted in smaller SSVEP
amplitudes than the low and medium bands [35]. Nevertheless, they can still obtain high
SNR (40–60 dB), accuracy (65–100%) and an acceptable ITR (9.4–45 bits/min) [47,90].

Overall, it can be stated that frequencies from 10 Hz to 16 Hz resulted in the best SSVEP
response, SNR and accuracy. For the frequencies listed above, the SSVEP response, SNR
and accuracy become lower as the frequency rises [19,28,31,36,37,58,61,62]. Nevertheless,
high levels of standard deviations indicate individual variability in the SSVEP response [61].
However, the user comfort increases as the frequency increases [19,28,37,61] and reaches a
plateau above a certain frequency (40 Hz) [26].

Some articles also propose other frequency coding methods apart from the traditional
one-target–one-frequency one. Some combined more than one frequency to elicit not only
responses at the stimulation frequencies but also at inter-modulation frequencies. This
was performed using two LED diodes or different frequencies for the two-tile types of
a checkerboard [21,34,63]. Other work showed that this is also feasible by combining
frequencies at different stimulus attributes to obtain a multi-modal stimulus, i.e., the
combination of the luminance flicker with color flicker [69,72] or with motion [30,80]. Also,
frequency and amplitude modulation are shown to be feasible and could use the higher
frequencies of the flicker-free band [26,32,65].

4.1.4. Wave Parameters

Apart from the frequency, several other parameters of the wave that modulates the
light were investigated.

The waveform defines how sharp the transitions between the alternating stages are.
Three waveforms have been investigated: sinusoidal (reaching the highest luminance
at only one time), rectangular (straight on–off) and saw tooth. Jukiewicz and Cysewska-
Sobusiak compared all three, with the sinusoidal waveform causing the strongest brain reac-
tion [27]. The results of the other studies that compared the accuracies of the (approximated)
sinusoidal and rectangular waves are in line with Jukiewicz and Cysewska-Sobusiak’s find-
ing [62,79]. In contrast, Chen et al. had higher performances for the rectangular waveform
compared with the sinusoidal waveform [36].

The duty cycle of a waveform states the percentage of one cycle at which a stimulus,
e.g., a flickering light, is on. Usually, a duty cycle can only be determined for rectangular
(on–off) waveforms since sinusoidal waveforms that are not frequency modulated have
a duty cycle of 50%. Nevertheless, the duty cycle of a sinusoidal frequency-modulated
flickering stimulus could be seen as the time that the stimulus emits light. Lee et al. found
that higher duty cycles provide better visual comfort and an increase in SSVEP response at
the fundamental frequency while causing a decrease in the first harmonic [64]. Other works
have shown that a duty cycle of 40% or 50% result in the highest accuracy and ITR [79,82].

The phase defines the point of one cycle at which a wave is or starts. In SSVEP BCI, a
phase shift can be used as a distinction between targets, i.e., as a coding method [46,70].
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The amplitude of the wave in SSVEP defines the highest luminous flux or luminous
intensity emitted from the stimulus. Results can be found in Section 4.1.5.

4.1.5. Luminance

The luminous flux (measured in lumen) is the amount of light that a source emits in
total, whereas the luminous intensity (measured in candela) is the amount of light that
shines in a given direction. Thus, it is also defined as the luminous flux per unit solid angle.
The illuminance (measured in lumens/m2 or lux) is the amount of light that shines onto a
surface, i.e., the amount of luminous flux per unit area. Finally, the luminance (measured
in candela/m2 or nits) is the luminous intensity emitted from a surface per unit area in a
specific direction. Since, for SSVEP, the amount of light that enters the eye is an important
value, it can be referred to as luminance. Nevertheless, most papers used the illuminance
or luminous intensity terminology to report brightness.

Chu et al., who compared different colors (with different luminances), found that
the SSVEP response is not significantly related to luminance [29]. In contrast, several
studies observed that the brightness has a significant influence on the SSVEP response by
comparing colors and illuminances. Most studies worked with illuminances below 30 lx and
observed that a higher illuminance resulted in a higher SSVEP response [13,35,37,50,91,92].
Mouli and Palaniappan confirmed this for higher illuminances, but found that the second-
highest illuminance (1072 lx) performed significantly better than the lower ones and the
highest (1430 lx) [93]. Moreover, some papers found that higher luminance changes also
result in higher discomfort [35,37].

4.1.6. Color

Several papers evaluated the effect of stimulus color in SSVEP BCI. It can be assumed
that the color has an influence on the BCI performance [12]. Some articles found that
the optimal color is subject-dependent [24,25]. Other papers found significant differences
among their participants.

Blue, violet and colors with a longer wavelength are assumed to perform the worst
in terms of SSVEP response, SNR and accuracy [29,38,50,57]. However, in other articles,
blue or violet performed better than the other colors [38,45]. Green and colors with smaller
wavelength such as red performed the best in terms of their SSVEP response, SNR and
accuracy [14,27,29,31,50,57]. However, in other papers, red or green performed worse
than the other colors [38,45]. Duart et al. reported that the best-performing color is
frequency-dependent, with no significant difference between the colors found for the
frequencies above the medium-frequency band [31]. Regarding user comfort, green, violet
and blue are reported to be most comfortable, whereas red is reported to provide the worst
comfort [14,27,38,45].

Other work focused on the contrast between the two stimulus stages. Ng et al. stated
that a high contrast must be employed to elicit a significant visually evoked potential [49].
Xu et al. found that a low contrast between flicker and no flicker increases the user
comfort but decreases the accuracy compared to a high contrast [19]. This is supported by
Ming et al.; however, they stated that, from a certain degree of contrast, a further increase
does not result in an increase in SNR [78]. Yan et al. showed that this contrast does not
need to be luminance-based in low frequencies, since a red–green checkerboard with equal
luminance evoked better SSVEP responses than a black–white one [41]. It is also supported
that a two-colored (e.g., green–blue or hue-shifted) flicker may elicit a higher SSVEP
and has less eye irritation/fatigue than a uni-colored (e.g., white-off) stimulus [33,42,74].
Regarding background, Shu et al. reported a significant stronger SSVEP response for a
black background compared to a video or image, whereas Kapeller et al. achieved a similar
accuracy level for black and video background [40,48].
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4.1.7. Size and Shape

The size and shape of the stimulus was evaluated by several papers, usually by using
a screen as a stimulation device. In terms of the size, larger stimuli worked significantly
better than smaller ones, since they induced higher SSVEP responses [49,50].

For the shape of the stimulus, Chai et al. found no significant difference in accuracy
between a circle- and a square-based flicker. However, they found a significant higher
accuracy for a circle if the stimulus pattern was grow–shrink [66]. Niu et al. compared
the circular, hexagonal, triangular and rectangular shapes. They found that the circular
shape had significantly higher trigger success rates, better task completion times and
a better subjective usability and fatigue. By adding up to eight auxiliary stimuli, the
task completion time, subjective usability and fatigue was better the more stimuli were
presented [18]. Also, in VR, among the various shapes, including sphere, cube and cylinder,
the spherical stimulus scored the best in terms of accuracy and the visual stimulus scale [45].
Ming et al. compared a rectangular flickering stimulus with two checkerboard stimuli,
in which either the black or white tiles flickered. For low frequencies, they showed a
comparable accuracy and ITR. For high frequencies, only the checkerboard where the white
tiles flickered (black background) showed comparable results to the rectangular flickering
stimulus. In both frequency domains, the flickering checkerboards were rated significantly
better in terms of preference, comfort and flicker perception than the rectangular flickering
stimulus [75].

Regarding the use of the checkerboard layout for the stimulation, two papers in-
vestigated the spatial frequency (number of tiles). In a pattern-reversal checkerboard,
Waytowich et al. reported the frequency 0 c/° (1 × 1) and 2.4 c/° (32 × 32) to perform better
than higher or lower frequencies, while the subjective visual irritation decreases as the
spatial frequency increases [52]. In a checkerboard pattern, where only the white tiles flicker,
the spatial frequency of 0 c/° (1 × 1) and 21.248 c/° (256 × 256) had the highest accuracy at
15 Hz and 0 c/° (1 × 1) and 2.656 c/° (32 × 32) at 40 Hz. The flicker perception was the
highest for 0 c/° (1 × 1), the lowest for 0.166 c/° (2 × 2) at 15 Hz and 0.664 c/° (8 × 8) at
40 Hz, before increasing with the increase in the spatial frequency [75]. Siribunyaphat and
Punsawad compared a checkerboard pattern and a QR-code-like pattern. They found a
slight increase in accuracy and a decrease in visual fatigue for the QR-code-like pattern [71].

4.1.8. Viewing Distance

Many of the reviewed papers reported the viewing distance between the participant
and the stimulus. Most often, a viewing distance of 50 cm or 60 cm was reported. However,
none of the papers in this review evaluated the effect of the viewing distance. By researching
non-included articles, some studies indicate that the SSVEP becomes weaker and the
classification accuracy is lower when the viewing distance increases and all other variables
remain constant [92,94–96].

4.1.9. Dimensions

Since SSVEP BCIs are also used in VR or AR applications, two papers evaluated
whether the dimension of the stimulus makes a difference. Zehra et al. did not find a
significant difference between a stimulus displayed in 2D or 3D [16]. However, Zhu et al.
found that a 3D stimulus was superior to a 2D stimulus at a plane, regarding its accuracy
and subjective experience [45].

4.1.10. Fixation Point

Duszyk et al. also evaluated the presence of a fixation point in the middle of the
stimulus. The presence of a fixation point decreased the SSVEP response slightly, but not
significantly. The study participants reported that the point helped them concentrate on a
given field [50].
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5. Discussion

In this section, the results of the review are discussed by explaining them and pointing
out their limitations as well as the limitations of the review. In addition, research gaps for
future research are reported. The key insights are summarized in Figure 5.

5.1. Study Setup
5.1.1. Number of Targets

For SSVEP BCI applications, the number of targets is a crucial factor, since it limits
the number of possible commands. The increase in the number of targets has been a
challenge and therefore constitutes a well-researched topic in SSVEP BCI. Currently, the
number of targets could be pushed to more than 100 [97]. Because of this, studies that
only focused on increasing the number of targets and their interplay were excluded and
the reviewed articles used a comparatively small number of targets. This shows that it is
feasible to evaluate stimuli parameters with such a small number of targets and even with
one single target. Nevertheless, it lacks closeness to real-life applications and might limit
the applicability of the results to such multi-target interfaces. Future research could focus
on reproducing and verifying the results for multi-target SSVEP BCIs.

Figure 5. An overview of the key insights of the scoping review.

5.1.2. Electrodes

The quantitative results show that, even with a small number of electrodes (e.g., one or
three), valid results can be achieved. The placement of the electrodes on the occipital lobe
in the positions Oz, O1 and O2 records the strongest signals since they measure the activity
of the primary visual cortex, in which the visual SSVEP stimulus becomes processed. This
is a valuable insight for future applications since it means that no chunky multi-channel
EEG is necessary for a functional SSVEP BCI.

5.1.3. Participants

Most papers excluded participants that had a history of epilepsy. This is important,
especially if the experimenters were not medically trained staff, since flicker stimuli can
cause epileptic responses [14,98]. Every researcher conducting SSVEP experiments should
be aware of this risk and try to mitigate it. The inclusion criteria that necessitates that
participants have normal or corrected-to-normal vision and should be healthy may make
sense but limits the generalizability of the results. This also excludes people with motor
disabilities, the user group to which SSVEP BCI applications are most useful. Future
research should actively focus on including this user group, especially when building appli-



Multimodal Technol. Interact. 2024, 8, 6 14 of 28

cations for them. Regarding the sample size, almost all papers had less than 21 participants.
Therefore, 20 seems to be a reasonable sample size for SSVEP BCI evaluations in the future.

5.1.4. Dependent Variables

The dependent variables are settled to the SSVEP response, SNR, accuracy and ITR for
almost all papers and should be reported in future work. Aside from these, all research
that evaluates SSVEP interfaces should measure user comfort. In the current work, the
different measurement instruments make it difficult to compare the results between papers.
Therefore, for future work, it is suggested that a method that combines the methods that
are mostly employed until today is used: three 7-point-Likert scales for the user comfort,
the visual fatigue and the flicker perception. An example of this method can be found in
Figure A1 in the Appendix C.

5.2. Optimal Stimuli Factors

What is the ideal configuration for an SSVEP BCI? To answer this question, we need to
understand the physiological and neurological processes behind the SSVEP response. The
light of an SSVEP stimulus enters the users’ eye through the lens and hits the retina. There,
the light is transformed into electrical signals by photoreceptors (rods and cones). These
signals are communicated to the bipolar cells which transfer them to the ganglion cells that
are axons of the optic nerve. The optic nerve forwards the signals to the lateral geniculate
nucleus (LGN), which consists of three pathways. From there, the signal arrives at the
primary visual cortex and moves on from there through the dorsal and ventral pathways
to the parietal and temporal cortex [99]. When we measure the EEG in positions like Oz,
O1 or O2, we measure the activity of the primary visual cortex. Figure 6 give an illustration
of the human visual processing.

Figure 6. A functional and anatomical illustration of the human visual system. Original image
source: [100,101].

Three larger types of ganglion cell populations and pathways in the LGN exist. First,
the parasol cells, which project onto the magnocellular (M) pathway. These cells obtain
their input from several cones, through bipolar cells. Therefore, the M-pathway has a
high luminance contrast gain and a large receptive field size. The second large type of
ganglion cells are the midget cells, which obtain their input from a single cone through
bipolar cells. The midget cells project to the parvocellular (P) pathway, which is, compared
to the M-pathway, sensitive to color and has a small receptive field size. A third larger and
other smaller types of ganglion cells exist that are not that well researched. The third larger
one comprises the bistratified cells that project onto the koniocellular (K) pathway. This
pathway has a high luminance contrast gain and some color sensitivity [99].
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5.2.1. Size, Viewing Distance and Shape

The reviewed articles show that larger stimuli work significantly better than smaller
ones. Additionally, they show that, by remaining the same size but increasing the viewing
distance, the SSVEP response becomes weaker and the accuracy decreases. Both effects
might be explained by the same mechanism. The more light enters the human eye, the more
light information can be detected by the human visual sensors and the bigger the activated
cortical areas are [102,103]. This then leads to higher visually evoked amplitudes [104].
Therefore, it can be assumed that it is the size of the retinal image that matters.

This opens two ends of a scale. To archive a larger retinal image and therefore a better
response, larger stimuli sizes or smaller viewing distances can be employed. Both are
limited by physical factors, such as the size of the field of view, as well as the screen size,
especially when the BCI is multi-target. On the other end of the scale, it is questionable
how small a target and how far a viewing distance can be to still achieve acceptable results.
A large viewing distance BCI might be suited for specific applications, such as smart home
control. For both ends of the scale, the visual comfort needs to be considered and researched
further, since it is probable that large stimuli sizes and small viewing distances might have
the downside of a low visual comfort.

Regarding the shape, the review shows that a circular shape archives better results
compared to the other shapes. This effect may result from the fact that the receptive field of
the ganglion cells increases as one moves away from the fovea [99]. Therefore, a circular
shape is processed by more ganglion cells than another shape if the area of both shapes is
the same. Since, the circular shape also archived the best results in visual comfort, it can be
considered as the optimal shape for SSVEP stimuli.

5.2.2. Luminance and Device

The review results show that there is an effect of luminance on the SSVEP response.
For example, for luminances below 30 lx, a higher luminance results in a higher SSVEP
response. This study from Mouli and Palaniappan indicates that the effect of higher SSVEP
response continues up to 1000 lx and reaches a plateau or decreases above [93]. Both results
can be explained by the contrast response function, which shows that, in monkey and cat
brains, with the increase in the luminance contrast, the neurons’ response increases in a
relatively linear fashion to over 50–60% of the response range and then compresses to a
maximum-saturation response level [105]. Rols et al. also showed a higher gamma activity
in monkey brains with higher stimulation luminance [106]. Nonetheless, it remains unclear
whether the higher SSVEP response is caused by a higher contrast between the ON and
OFF luminance of the flicker and/or the background or simply by the higher luminance of
the ON state.

By comparing the different devices, this review shows that LED produces larger SSVEP
responses than screens. This might be an indicator that a higher on–off contrast or the
on–background contrast causes the higher SSVEP responses. LED and LCD screens can
have similar luminances but LED can generate a higher luminance contrast due to the fact
that even a black LCD screen is still illuminated. Anyhow, the choice of the device should
be made by checking the suitability of the physical properties and the limits of possible
devices to the planned applications. The visual comfort seems to have an opposite effect
on the luminance (contrast) with higher luminances causing higher discomfort.

5.2.3. Color

The evaluation of the stimulus color and their comparison between papers is difficult
for two reasons. First, the fact that most of the papers on stimulus color did not report
the luminance of the stimulus used constitutes a major limitation. For example, the worse
results of blue-colored stimuli may be based on the low luminance contrast between the
blue and black background. Second, most of the articles that evaluated color only reported
the color names of the stimulus, but not their exact values, e.g., the RGB values. Therefore,
a wide bandwidth of interpretations can be given to the color names, e.g., ‘red’ could be



Multimodal Technol. Interact. 2024, 8, 6 16 of 28

interpreted as a light scarlet red or dark burgundy color. But even with the exact RGB
value, two different screens might produce different colors. This places a huge limitation
on the comparability of these studies.

Nonetheless, the reported effects of color cannot only be attributed to the color lumi-
nance, since with equal luminance and solely color contrast, SSVEP can be evoked [41]. This
means that the color and its contrast influence the SSVEP response. Articles that explicitly
evaluated the contrast showed that a high contrast results in better SSVEP responses but
worse user comfort [19,49,78]. Therefore, future research should rather focus on the color
contrast than on the actual color.

5.2.4. Stimulus Type

The categorization by stimulus types makes sense since it is one of the major character-
istics that differs by stimulus. It is arguable that the separation into flicker and motion may
not be the best since, in this review, way more articles used flicker than motion (66 vs. 12).
This may come from the fact that the database search string did not include the term
“steady-state motion visually evoked potentials (SSMVEPs),” another name sometimes
used to refer to SSVEPs evoked by motion.

Overall, flickering stimuli give better signals but worse comfort than checkerboard or
motion stimuli. Among the motion stimuli, the grow–shrink stimuli seem to have the best
signals and comfort.

5.2.5. Frequency

The stimulus frequency is one of the most important factors in SSVEP BCI applications.
This is based on the fact that most applications are frequency-coded, with the number
of frequencies limiting the number of possible commands. The review shows that the
stimulus frequency has an influence on SSVEP response and user comfort, between both
of which there is a trade-off. For example, higher frequencies result in higher comfort,
but in worse SSVEP response and accuracy. Nevertheless, some of the reviewed articles
showed that higher frequencies can still obtain acceptable accuracy and ITR, which sounds
promising. However, the flicker-free frequency band (60–90 Hz) is sparsely researched and
thus should be targeted by future work. Moreover, other reviewed coding techniques, such
as intermodulation frequencies, frequency or amplitude modulation, may help overcome
the frequency–accuracy trade-off and thus should be further researched.

6. Conclusions

This paper reviews 69 articles that focus on the stimulus parameters for SSVEP BCI
by summarizing their results and explaining them. Since flickers above 50–70 Hz are
indistinguishable from non-flickering stimuli but can still evoke SSVEP, we propose the
flicker-free band, ranging from 60 to 90 Hz, as an extension to the existing division of SSVEP
BCI frequencies into the low (1–12 Hz), medium (12–30 Hz) and high band (30–60 Hz).
Additionally, there is no uniform way to measure the visual comfort in SSVEP BCI. To
achieve a better comparability in future work and to emphasize the importance of mea-
suring the visual comfort, we propose a unified measuring method for the visual comfort.
Regarding the stimuli parameters, it can be assumed that, apart from the frequency, the
SSVEP response is mostly dependent on the stimulus type, the amount of light that enters
the eye, the color (contrast) and the luminance (contrast). For the stimulus type, frequency
and luminance, a trade-off was found between the best response values and user comfort.
Therefore, future research should focus on tackling these trade-offs with new paradigms
such as inter-modulation frequencies or on improving classification algorithms to cope
with worse response values, e.g., in the flicker-free band.
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Abbreviations
The following abbreviations are used in this manuscript:

AR Augmented reality
BCI Brain–computer interface(s)
CFF Critical flicker frequency
CRT Cathode-ray tube
ECoG Electrocorticography
EEG Electroencephalography
ERS/ERD Event-related synchronization/desynchronization
fMRI Functional magnetic resonance imaging
fNIRS Functional near-infrared spectroscopy
HMD Head-mounted displays
ITR Information transfer rate
K-pathway Koniocellular pathway
LCD Liquid–crystal displays
LED Light-emitting diodes
LGN Lateral geniculate nucleus
M-pathway Magnocellular pathway
MEG Magnetoencephalography
MI Motor imagery
P-pathway Parvocellular pathway
PSD Power of spectral density
RVS Repetitive visual stimulus
SNR Signal-to-noise ratio
SSMVEP Steady-state motion visually evoked potential
SSVEP Steady-state visually evoked potential
SSVER Steady-state visually evoked response
VEP Visually evoked potential
VR Virtual reality

Appendix A. Search Strings

The following shows the exact search strings and filters used for the review per database:

Appendix A.1. IEEE Xplore

Search string:
(“Abstract”:“Brain-Computer-Interface*” OR “Abstract”:“Brain Computer Interface*” OR “Ab-
stract”:BCI* OR “Abstract”:“Brain–Machine-Interface*” OR “Abstract”:“Brain Machine Inter-
face*” OR “Abstract”:BMI) AND (“Abstract”:SSVEP OR “Abstract”:“Steady State Visual Evoked
Potential*” OR “Abstract”:SSVER OR “Abstract”:“Steady State Visual Evoked Respons*”) AND
(“Abstract”:Stimul*)

Filters:
SourceType: Journal
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Appendix A.2. Scopus

Search string:
TITLE-ABS-KEY ( ( “Brain-Computer-Interface*” OR “Brain Computer Interface*” OR bci* OR
“Brain–Machine-Interface*” OR “Brain Machine Interface*” OR bmi ) AND ( ssvep OR “Steady
State Visual Evoked Potential*” OR ssver OR “Steady State Visual Evoked Respons*” ) AND
stimul* ) AND ( LIMIT-TO ( DOCTYPE , “ar” ) ) AND ( LIMIT-TO ( LANGUAGE , “English” ) )
AND ( LIMIT-TO ( PUBSTAGE , “final” ) ) AND ( LIMIT-TO ( SRCTYPE , “j” ) )

Filters:
DocType: Article, Language: English, PubStage: Final, SourceType: Journal

Appendix A.3. ACM Digital Library

Search string:
[[Abstract: “brain–computer-interface*”] OR [Abstract: “brain computer interface*”] OR [Abstract:
bci*] OR [Abstract: “brain-machine-interface*”] OR [Abstract: “brain machine interface*”] OR
[Abstract: bmi]] AND [[Abstract: ssvep] OR [Abstract: “steady state visual evoked potential*”] OR
[Abstract: ssver] OR [Abstract: “steady state visual evoked respons*"]] AND [Abstract: stimul*]

Appendix A.4. Web of Science

Search string:
(AB = (Brain-Computer-Interface*) OR AB = (Brain Computer Interface*) OR AB = (BCI) OR
AB = (Brain–Machine-Interface*) OR AB = (Brain Machine Interface*) OR AB = (BMI)) AND
(AB = (SSVEP) OR AB = (Steady State Visual Evoked Potential*) OR AB = (SSVER) OR
AB = (Steady State Visual Evoked Respons*)) AND (AB = (Stimul*))

Filters:
DocType: Article, Language: English

Appendix B. Data Charting of the Reviewed Articles

In total, 69 papers were analyzed in this review. Sixteen of them used LEDs as
stimulation devices. These papers are charted in Table A1. The 48 articles that used screens
are listed in Table A2. The 12 papers that used AR and VR displays are listed in Table A3.
A summation of the reported number exceeds 69, and the number of analyzed papers, since
some papers used multiple device types.

Table A1. Data charting for articles that used LEDs as stimulation devices.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Byczuk et al.
[24] LED Color Flicker 7–47 Hz 1 21

Floriano et al.
[42] LED Color Flicker

5, 10, 15, 20, 25,
30, 35, 40, 45, 50,

55, 60, 65 Hz
3 12

Vahid et al. [33] LED Color Flicker 27, 28, 29, 30 Hz 1 16

Jukiewicz and
Cysewska-

Sobusiak [27]
LED

Color,
frequency,
waveform

Flicker 8–48 Hz
(1 Hz steps) 1 8

Wu et al. [22] CRT, LED, LCD Device Flicker 4.6, 10.8,
16.1 Hz 1 10

Lee et al. [64] LED Duty cycle Flicker 13.16 Hz 6 30, 6

Diez et al. [47] LED Frequency Flicker 37, 38, 39, 40 Hz 4 6
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Table A1. Cont.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Ajami et al. [61] LED Frequency Flicker

6, 8, 12, 16, 20,
24, 28, 30, 31.1,
32.1, 32, 33.2,

34.2, 35, 36, 36.2,
37.3, 38.3, 39.4,

40, 41, 42, 43, 44,
56, 60 Hz

5 5

Tello et al. [14] LED Frequency,
color Flicker 8, 11, 13, 15 Hz 1 20

Chien et al. [28] LED Frequency,
color Flicker 32, 40 Hz 1 10

Sakurada et al.
[35] LED Frequency,

luminance Flicker
30–70 Hz (5 Hz

steps), 41, 43,
45, 61, 63, 65 Hz

1, 3 12

Chang et al.
[65] LED

Proposal
(coding,

amplitude,
modulation)

Flicker,
amplitude

modulation

9–12 Hz,
40–43 Hz

(1 Hz steps)
6 12, 9

Shyu et al. [63] LED
Proposal

(coding, dual-
frequency)

Flicker 16.4, 19.1, 17.5,
20.2 Hz 6 7

Dreyer et al.
[32] LED

Proposal
(coding,

frequency
modulation)

Flicker 71, 74, 77,
100 Hz 1 14

Dreyer et al.
[26] LED

Proposal
(coding,

frequency
modulation)

Flicker,
frequency

modulation

10–100 Hz
(10 Hz steps) 1 12, 25

Zhang et al.
[30] LED, LCD

Proposal
(coding,

multimodal)

Flicker,
ring-shaped

pattern-
reversal

checkerboard

5, 8, 12, 13, 13.3,
14, 15, 16, 17,
17.1, 20 Hz

1 10

Table A2. Data charting for articles that used screens as a stimulation device.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Kapeller et al.
[48] LCD Background Flicker 8.57, 10, 12,

15 Hz 4 4

Shu et al. [40] LCD Background Flicker 8.33, 9.37,
12.5 Hz 3 10

Singla et al. [38] LCD Color Flicker 7, 9, 11, 13 Hz 2 20

Chu et al. [29] LCD Color Flicker 10 Hz 1 15

Sato et al. [74] LCD Color Flicker 4, 5, 6, 7.5, 10,
12, 15, 20, 30 Hz 9 6

Du and Zhao
[57] LCD, AR Color, device Flicker 7.5, 8.57, 10,

12 Hz 4 10
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Table A2. Cont.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Yan et al. [41] Screen Color,
luminance

Ring-shaped
checkerboard

pattern reversal
11, 16, 18 Hz 3 9

Wu et al. [22] CRT, LED, LCD Device Flicker 4.6, 10.8,
16.1 Hz 1 10

Wang et al. [67] AR, LCD Device Flicker 8, 9, 10, 11, 12,
13 Hz 6 4

Wang et al. [60] AR, LCD Device Flicker 7.4, 9.4, 10.1,
11.3 Hz 4 12, 6

Si-Mohammed
et al. [43] AR, LCD Device,

distance, size Flicker 10, 12, 15 Hz 3 13, 15, 42, 24

Park et al. [54] AR, LCD Device,
stimulus type

Pattern-
reversal

checkerboard,
flicker,

grow-shrink

7.5, 8.57, 10,
12 Hz 4 20

Wilson and
Palaniappan

[82]
LCD Duty cycle Flicker 6.66, 7.5, 8.57,

10, 12 Hz 35 5

Jiang et al. [58] LCD Frequency
Pattern-
reversal

checkerboard

15, 17, 20, 24, 30,
40, 60, 120 Hz 4 17

Ladouce et al.
[37] LCD Frequency,

amplitude Flicker

8–30 Hz (2 Hz
steps), 32, 34,

36, 38, 40, 42, 44,
46, 54, 56, 58, 60,

some above
60 Hz

1, 9 12, 12, 6

Xu et al. [19] LCD Frequency,
background Flicker 8, 8.67, 9.33, 10,

24, 26, 28, 30 Hz 4 10

Gerloff and
Schilling [25] LCD Frequency,

color

Pattern-
reversal

checkerboard

6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16,

17 Hz
1 7

Duart et al. [31] LCD Frequency,
color Flicker 5, 12, 30 Hz 1 42

Siribunyaphat
and Punsawad

[71]
LCD Frequency,

stimulus type

Pattern-
reversal

checkerboard,
QR

6.5, 7, 13, 14,
17 Hz 8 12

Chen et al. [36] LCD Frequency,
waveform Flicker 6–40 Hz

(2 Hz steps) 1, 9 12

Mukesh et al.
[21] LCD

Proposal
(coding, dual-

frequency)

Pattern-
reversal

checkerboard

6, 7, 12, 13,
14 Hz 1 15

Yan and Xu [73] LCD
Proposal
(coding,

dual-type)
Flicker, rotation 7, 8, 9, 10, 11 Hz 9 10
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Table A2. Cont.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Chen et al. [69] LCD
Proposal
(coding,

multimodal)

Flicker,
color-change

0.5, 1, 10, 13,
15 Hz 8 10, 8

Chen et al. [72] LCD
Proposal
(coding,

multimodal)

Flicker,
color-change,
luminance-

change

0.5, 1, 1.5, 2.14,
2.5, 3, 3.75, 5,

7.5, 15 Hz
9 12

Li et al. [80] LCD
Proposal
(coding,

multimodal)

Flicker,
grow–shrink

30 Hz,
0.2–3.4 Hz

(0.2 Hz steps)
16 13, 12

Li et al. [76] LCD
Proposal
(coding,

multimodal)

Flicker, sliding
shape

0, 0.2, 0.4,
0.6 Hz, 8–12 Hz
(0.5 Hz steps)

9 17, 12

Zhang et al.
[30] LED, LCD

Proposal
(coding,

multimodal)

Flicker,
ring-shaped

pattern-
reversal

checkerboard

5, 8, 12, 13, 13.3,
14, 15, 16, 17,
17.1, 20 Hz

1 10

Lopez-Gordo
et al. [46] CRT Proposal

(coding, phase)

Pattern-
reversal

checkerboard
16 Hz 4 10

Maymandi et al.
[81]

LCD–LED
hybrid

Proposal
(device) Flicker 34–49.5 Hz

(0.5 Hz steps) 32 5

Punsawad and
Wongsawat [51] LCD Proposal

(stimulus type) Sliding shape 7 Hz 4 7

Han et al. [20] LCD Proposal
(stimulus type)

Contracting
ring-shaped

pattern-
reversal

checkerboard

8.6, 12, 15 Hz 1, 40 8

Rekrut et al.
[77] LCD Proposal

(stimulus type)

Pattern-
reversal

checkerboard,
sliding shape,
grow–shrink,

rotation,
spinning icon,
checkerboard

pattern reversal

7.5, 10, 13 Hz 10 18

Niu et al. [18] LCD Shape Flicker 8.57, 10, 12,
15 Hz 4 20

Wen et al. [17] LCD Shape, color Flicker 8, 9, 10, 11,
12 Hz 1 24

Ming et al. [78] LCD Shape,
luminance Flicker 9.25–14.75 Hz

(0.5 Hz steps) 12 28

Chai et al. [66] LCD Shape, stimulus
type

Flicker,
grow–shrink,
Newton rings

8, 9, 10, 11, 12,
13, 14, 15 Hz 6 8
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Table A2. Cont.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Ng et al. [49] LCD Size Flicker
11.6, 13.6, 16.1,

18.3, 21.4,
23.3 Hz

4 7

Duszyk et al.
[50]

LCD/LED
Hybrid

Size, color,
shape, fixation

point
Flicker 14, 17, 25, 30 Hz 4 20

Lopez-Gordo
et al. [23] CRT Spatial

frequency

Pattern-
reversal

checkerboard
14–18 Hz 1 6

Waytowich et al.
[52] LCD Spatial

frequency

Pattern-
reversal

checkerboard

6, 6.66, 7.5,
8.571 Hz 4 11, 10

Hwang et al.
[34] LCD Stimulus type Dual frequency

checkerboard
6, 6.66, 7.5,

8.57 Hz 1, 12 11, 10

Zhang et al.
[53] LCD Stimulus type

Flicker,
ring-shaped

pattern-
reversal

checkerboard,
action video

8.57, 10, 12,
15 Hz 4 10

Stawicki and
Volosyak [55] LCD Stimulus type

Flicker, sliding
shape spinning

icon,
ring-shaped

pattern-
reversal

checkerboard,
ring-shaped arc

inverse
pulsation,

ring-shaped arc
inverse

rotational
oscillation

7.06, 7.50, 8.0,
8.57 Hz 4 9

Bisht et al. [44] LCD Stimulus type Flicker, rotation 3, 7.5, 10 Hz 3 10

Ming et al. [75] LCD
Stimulus type,

spatial
frequency

Flicker,
checkerboard
flicker with

white and black
background

11, 13, 15, 38, 40,
42 Hz 9 30

Kwon et al. [59] LCD Stimulus type,
waveform

Flicker,
checkerboard

pattern reversal,
grow–shrink

6, 6.67, 7.5,
10 Hz 4 20

Oralhan and
Tokmakci [79] LCD Waveform,

duty cycle Flicker 6, 12, 15 Hz 16 6

Peguero et al.
[62] LCD Waveform,

stimulus type

Flicker, pattern-
reversal

checkerboard

8.5714, 10.9091,
15, 20, 24 Hz 5 27
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Table A3. Data charting for articles that used AR or VR as stimulation device.

Study Device Evaluated
Factors Stimulus Types Frequencies

(Hz)
Number of

Targets
Number of
Participants

Ravi et al. [56] AR Background

Flicker,
ring-shaped

pattern-
reversal

checkerboard

8, 10, 12, 15 Hz 4 26

Du and Zhao
[57] AR, LCD Color, device Flicker 7.5, 8.57, 10,

12 Hz 4 10

Wang et al. [67] AR, LCD Device Flicker 8, 9, 10, 11, 12,
13 Hz 6 4

Wang et al. [60] AR, LCD Device Flicker 7.4, 9.4, 10.1,
11.3 Hz 4 12, 6

Si-Mohammed
et al. [43] AR, LCD Device,

distance, size Flicker 10, 12, 15 Hz 3 13, 15, 42, 24

Park et al. [54] AR, LCD Device,
stimulus type

pattern-
reversal

checkerboard,
flicker,

grow–shrink

7.5, 8.57, 10,
12 Hz 4 20

Zehra et al. [16] AR Dimension,
stimulus type

Flicker,
grow–shrink

12, 13, 14, 15,
16 Hz 5 12

Kramberger
et al. [70] VR Proposal

(coding, phase) Flicker 16 Hz 8 10

Hsu et al. [68] AR
Proposal

(coding, phase-
approximation)

Flicker 19, 21, 23, 25, 27,
29 Hz 6 20

Bi et al. [39] Head up
display

Proposal
(device)

Pattern-
reversal

checkerboard
12, 13 Hz 2 4

Zhu et al. [45] VR
Shape, color,
dimension,
frequency

Flicker 9, 11, 13 Hz 3 10

Choi et al. [15] VR Stimulus type

Pattern-
reversal

checkerboard,
grow–shrink

6, 7.5, 9, 10 Hz 4 14

Appendix C. Proposed Measuring Method for Visual Comfort

The proposed measuring method for visual comfort is the measurement of the vari-
ables: user comfort, visual fatigue and flicker perception on 7-point-Likert scales. An example
of this method can be found in Figure A1.
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Figure A1. An example of the proposed measuring method for the visual comfort of SSVEP BCI stimuli.
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