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Abstract: The Kuwaiti dialect is a particular dialect of Arabic spoken in Kuwait; it differs significantly
from standard Arabic and the dialects of neighboring countries in the same region. Few research
papers with a focus on the Kuwaiti dialect have been published in the field of NLP. In this study, we
created Kuwaiti dialect language resources using Q8VaxStance, a vaccine stance labeling system for a
large dataset of tweets. This dataset fills this gap and provides a valuable resource for researchers
studying vaccine hesitancy in Kuwait. Furthermore, it contributes to the Arabic natural language
processing field by providing a dataset for developing and evaluating machine learning models
for stance detection in the Kuwaiti dialect. The proposed vaccine stance labeling system combines
the benefits of weak supervised learning and zero-shot learning; for this purpose, we implemented
52 experiments on 42,815 unlabeled tweets extracted between December 2020 and July 2022. The
results of the experiments show that using keyword detection in conjunction with zero-shot model
labeling functions is significantly better than using only keyword detection labeling functions or
just zero-shot model labeling functions. Furthermore, for the total number of generated labels, the
difference between using the Arabic language in both the labels and prompt or a mix of Arabic labels
and an English prompt is statistically significant, indicating that it generates more labels than when
using English in both the labels and prompt. The best accuracy achieved in our experiments in terms
of the Macro-F1 values was found when using keyword and hashtag detection labeling functions in
conjunction with zero-shot model labeling functions, specifically in experiments KHZSLF-EE4 and
KHZSLF-EA1, with values of 0.83 and 0.83, respectively. Experiment KHZSLF-EE4 was able to label
42,270 tweets, while experiment KHZSLF-EA1 was able to label 42,764 tweets. Finally, the average
value of annotation agreement between the generated labels and human labels ranges between 0.61
and 0.64, which is considered a good level of agreement.

Keywords: Arabic NLP; Kuwaiti dialect; dataset labeling; stance detection; weak supervised learning;
zero-shot learning

1. Introduction

COVID-19 vaccinations were essential in Kuwait for controlling the spread of the virus
and protecting public health. However, there have been concerns about vaccine hesitancy
and misinformation in the country [1–3], which may impact vaccination rates and the
effectiveness of vaccination efforts for other types of vaccines in the future.

This trend is concerning, as vaccines are essential for preventing the spread of in-
fectious diseases and protecting public health [4,5]. Detecting and addressing opposing
stances towards vaccination on social media are essential public health efforts. Public health
officials need to have access to this information to target interventions and address misin-
formation. In addition, they must present accurate and evidence-based information about
vaccines to the public to combat vaccine hesitancy and protect the health of individuals
and communities.
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This research aims to label a large dataset of tweets written in the Kuwaiti dialect.
The tweets are classified pragmatically depending on their attitude towards vaccines in
order to track negative views on social media. This research is an integral part of a more
comprehensive attempt to understand the elements that cause vaccine hesitancy and to
create practical approaches for addressing it. Furthermore, by analyzing social media data
we can better understand the methods of spreading misinformation and vaccine-related
conspiracy theories and their consequences on public opinion. Ultimately, this knowledge
can help public health officials to propose initiatives to secure the health of individuals
and communities.

The main contribution of this research is creating the first dataset of tweets labeled
regarding stance towards vaccines in the Kuwaiti dialect (42,764 labeled tweets). This
dataset is a valuable resource for researchers studying vaccine hesitancy and its impact on
public health. Additionally, this research implements the first Kuwaiti dialect annotation
system for vaccine stance detection (Q8VaxStance) by using weak supervised learning and
applying prompt engineering to zero-shot models as labeling functions to programmatically
annotate the dataset regarding stance towards vaccines in the Kuwaiti dialect. The use of
zero-shot models as labeling functions and weak supervised learning frameworks enables
us to programmatically annotate a large dataset with minimal assistance from subject matter
experts and minimal need for manually labeling a large dataset; thus, it enables us to save
time and money, as recruiting expert annotators is an expensive and time-consuming task.

Finally, considering the limited availability of linguistic resources for the Kuwaiti
dialect, this research tries to fill this gap in the field of natural language processing by
providing a dataset to develop and evaluate machine learning models for stance detection
in the Kuwaiti dialect. The following are the research questions of our study:

1. How can we create a labeling system to annotate a large dataset of Kuwaiti dialect
tweets for stance detection towards vaccines with or without help from subject matter
experts (SMEs)?

2. What experimental setup produces the best performance for the proposed labeling system?

This paper is organized as follows. In the Background section, we review the relevant
literature on vaccine hesitancy and stance detection towards the COVID-19 vaccine, natural
language processing (NLP) research involving the Kuwaiti dialect, and dataset annotation
approaches in NLP. In the Methodology section we describe the dataset collection and
preparation process. Next, we explain the process of labeling the dataset manually and
describe the steps and architecture of the proposed Q8VaxStance labeling system. Next, in
the Experimental Results and Discussion section, we present the results of our performance
evaluation based on the Q8VaxStance labeling system experiments. Finally, in the Conclu-
sion section, we summarize the study’s main findings and propose several directions for
future work.

2. Background
2.1. Vaccine Hesitancy and Stance Detection Using Social Network Analysis and Natural
Language Processing

The COVID-19 pandemic significantly affected the overall stance towards vaccines, as
it increased negative attitudes towards vaccines in Kuwait and around the globe [1–3,6].
This should raise a red flag and alert policymakers and governments to take action.

Many researchers have studied this topic; for example, the researchers of [7] used multi-
task aspect-based sentiment analysis (ABSA) and social features for stance detection in
tweets based on BiGRU–BERT deep learning models. It combines aspect-based sentiment
information with features based on textual and contextual information that does not
emerge directly from Twitter texts. Another contribution to this topic is found in [8],
where the researchers presented a dataset of Twitter posts with a strong anti-vaccine
stance to be used in studying anti-vaccine misinformation on social media and to enable a
better understanding of vaccine hesitancy. In [9], the researchers collected and annotated
15,000 tweets as misinformation or general vaccine tweets. The paper’s best classification
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performance resulted from using the BERT language model, with a 0.98 F1 score on the
test set. The study presented in [10] analyzed COVID-19 vaccine tweets and tested their
association with vaccination rates in 192 countries worldwide. The authors compared
COVID-19 vaccine tweets by country in terms of (1) the number of related tweets per
million Twitter users, (2) the proportion of tweets mentioning adverse events (death, side
effects, and blood clots), (3) the appearance of negative sentiments as compared to positive
sentiments, and (4) the appearance of fear, sadness, or anger as compared to joy. Finally, in
contrast to the above research papers, which focused on negative stances, the researchers
in [5] investigated and focused on the trend in positive attitudes towards vaccines across
ten countries.

2.2. Natural Language Processing (NLP) of Kuwaiti Dialect

There has been an increased interest in developing natural language processing (NLP)
models for the Arabic language. Arabic is a widely spoken and written language with a sig-
nificant presence in the online world. Researchers in the Arabic world have started to focus
on creating resources and language models for the Arabic language; examples of Arabic
language models include AraBERT [11], ARBERT, MARBET [12], and CAMeLBERT [13],
all of which focus on Modern Standard Arabic (MSA). In addition, there are models that
cover Arabic dialects for specific countries.

We have found that there is a gap in the field of natural language processing for the
Kuwaiti dialect; there is limited availability of linguistic resources for this dialect, with only
a few published research papers in the field of NLP focusing on it [14–17].

In [14], the authors used a traditional machine learning approach by applying decision
tree and SVM algorithms to classify opinions expressed in microblogging posts in the
Kuwaiti dialect. They used a dataset of Kuwaiti Twitter posts annotated manually by
three native Kuwaiti dialect speakers, enabling the researchers to achieve average values of
precision and recall of 76% and 61%, respectively, with the SVM algorithm.

Another research study on the Kuwaiti dialect was conducted by the authors of [15];
in this paper, the researchers presented an approach to analyze the content of tweets by
merging a text mining strategy with the spatial information in order to assess the topics
of interest. In this way, they provided a deeper understanding of the topics people think
about, when they think about them, and where they tweet about them. The results showed
that the four most popular topics of interest in Kuwait were religion, emotion, education,
and policy. In addition, they found that on Fridays people posted more about religion and
that on weekends they tweeted more often about emotional expressions. Moreover, people
posted more about policy and education on weekdays rather than on weekends.

The most recently published research papers studying the Kuwaiti dialect are [16,17].
In [16], we proposed a weak supervised approach to construct a large labeled corpus for
sentiment analysis of tweets written in the Kuwaiti dialect. The proposed automated
labeling system achieved a high level of annotation agreement between the automated
labeling system and human-annotated labels, with 93% pairwise percent agreement and
a 0.87 Cohen’s kappa coefficient. Furthermore, we evaluated the dataset using multiple
traditional machine learning classifiers and advanced deep learning language models to
test its performance. The best reported accuracy was 89% when the resulting labeled dataset
was trained with the ARBERT model. The labeling system architecture of Q8VaxStance is
different from the labeling proposed system in [16]; first, in Q8VaxStance the main labeling
task is stance detection. In addition, we experimented with different types of labeling
functions (zero-shot models, keyword detection) and used prompt engineering. In [16], on
the other hand, the main task was sentiment classification, not stance; moreover, we used
only one simple fixed prompt, with all labeling functions as zero-shot models, and did not
experiment with the keyword detection labeling functions. Finally, the dataset used in [16]
differs from Q8VaxStance regarding the time frame, the type of extracted events, and the
size. Thus, although the two proposed systems are both based on weak supervision, they
are different and not comparable.
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Contrary to previous papers that collected and used a dataset from Twitter in their
experiments, the researchers in [17] collected and analyzed a corpus of WhatsApp group
chats involving mixed-gender Kuwaiti participants. This pilot study aimed to obtain
insights into features to be used later for developing a gender classification system for the
Kuwaiti dialect. The study’s results showed no significant differences between men and
women in the number of turns, length of turns, and number of emojis. However, the study
showed that men and women differed in their use of lengthened words and in the emojis
that they used [17].

Based on the above review, there is an opportunity for researchers in the field of NLP
to in filling the gap with respect to the Kuwaiti dialect, which remains underrepresented
and not widely covered in this academic field.

2.3. Dataset Labeling Approaches

Data labeling is a challenging task for any NLP project; with the advances in deep
learning and transfer learning algorithms, there is an increasing need to label large datasets.
On the other hand, labeling large datasets is a time-consuming task, and subject matter
experts (SMEs) generally do not have time to label these datasets, as they already have their
own tasks to focus on. Obtaining labels annotated by experts can be expensive and time-
consuming, while labels from crowdsourced labelers often contain mistakes that can affect
the performance of supervised machine learning models [18]. Lastly, privacy may be an
issue for certain projects, in which case the task of labeling the dataset cannot be outsourced
or assigned to SMEs. Many academic researchers have proposed solutions allowing more
data to be labeled with or without the limited help of human annotators. The following
are among the approaches that can be used to annotate datasets for machine learning
with limited or no help from annotators. The first approach is to use an active learning
system, in which a human annotator makes queries in the form of unlabeled instances
to achieve high accuracy of labeling with fewer training labels by allowing a model to
choose the data to be annotated and ultimately used for learning [19]. The second approach
is semi-supervised learning, a machine learning approach that combines small labeled
and unlabeled samples to train models. It uses unsupervised algorithms to leverage the
unlabeled data to improve the model’s performance by utilizing the additional information
present in the unlabeled samples [20]. In data annotation, weak supervised learning refers
to creating labeled training data efficiently using various sources containing heuristics and
knowledge bases without relying on fully annotated data. It allows for creating a large set
of noisy labeled training data programmatically using various sources [21].

The Snorkel framework is an open-source weak supervised learning framework.
Researchers at the Stanford AI Lab proposed this project, which started in 2015; it is the
oldest and most stable among the available weak supervised learning software frameworks.
The steps of the Snorkel system are as follows [22]:

1. SMEs write labeling functions (LFs) that express weak supervision sources such as
distant supervision, patterns, and heuristics.

2. Snorkel applies the LFs on unlabeled data and learns a generative model to combine
the LF outputs into probabilistic labels.

3. Snorkel uses these labels to train a discriminative classification model such as a deep
neural network.

In one paper that utilized Snorkel [22], its weak supervised learning performance was
tested in several ways. First, the authors compared productivity when teaching SMEs to
use Snorkel versus spending the equivalent amount of time hand-labeling data. The result
was that when they used the Snorkel framework they were able to build models 2.8 times
faster and with 45.5% better predictive performance on average.

The second performance evaluation in [22] was based on projects in collaboration with
Stanford, the U.S. Department of Veterans Affairs, and the U.S. Food and Drug Adminis-
tration; in this evaluation, they found that Snorkel led to an average 132% improvement
over baseline techniques. In addition to the above examples, the Snorkel framework has
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been utilized in many domains. It was used in a study for pain recognition in postopera-
tive patients [23] and to extract observed spatial relations from radiology reports [24] In
another study, Snorkel was employed as a weak supervision approach to leverage domain
resources and expertise in order to improve clinical natural language processing [24]. The
previous examples of Snorkel framework usage demonstrate its effectiveness in different
domains, as it enables efficient and effective labeling of datasets and reduces the need
for extensive manual annotation by combining weak supervision sources and leveraging
domain-specific knowledge.

The third dataset annotation approach is transfer learning. This machine learning
technique leverages the knowledge gained from a source domain to improve the learning
process in a target domain. Using transfer learning overcomes the challenges of limited
annotations, computational limitations, and model generalization with limited data [25].

Zero-shot (ZS) learning is based on transfer learning; it is suitable when no labeled
data are provided [26]. The ZS model can predict the class of the unlabeled sample using
natural language inference (NLI), even if the model was not trained on those classes. ZS
models leverage the semantic similarity between labels and the text context [27]. In natural
language inference (NLI) learning, the text is treated as the premise. Next, the hypothesis
and the expected labels are used to set the ZS model, where the hypothesis/prompt usually
uses the following format: “this example is about {label}”. When running the ZS model
with the values of the labels, premise, and hypothesis, it returns the entailment score or a
confidence level that tells whether or not the premise is related to that label.

To use a ZS models with variant dialects of Arabic, it should support Arabic or
multiple languages. Based on [28], which applied the XLM-RoBERTA (XLM-R) model to
the cross-lingual natural language inference (XNLI) task for the Arabic language, XLM-R
outperformed other models such as mBERT on various cross-lingual benchmarks, including
cross-lingual natural language inference. Furthermore, XLM-R was trained using one
hundred languages, including Arabic and many other low-resource languages, and it has
demonstrated its effectiveness in zero-shot transfer and resource-constrained settings. It
enables effective cross-lingual zero-shot transference in natural language processing tasks,
reducing the need for extensive labeled data in different languages [29].

Another choice is using multilingual mDeBERTa, a state-of-the-art (SOTA) model, in
XNLI tasks. It is the best performing multilingual base-sized transformer model, achieving
a 79.8% ZS cross-lingual accuracy for XNLI and a 3.6% improvement over XLM-R Base [30].

3. Methodology
3.1. Dataset Collection

To collect the dataset containing tweets related to the COVID-19 pandemic in Kuwait,
we implemented the following steps:

1. We manually searched the Twitter platform and collected specific keywords and
hashtags associated with Kuwaiti people’s attitudes towards the vaccine.

2. We used an online tool, Communalytic [31], along with the Twitter academic API to
extract tweets, and we used the collected keywords and hashtags from the previous
step to search for historical tweets. The time frame of collection was from the start of
the vaccination campaign in Kuwait to the end of all precautions against COVID-19
(December 2020 to July 2022).

3.2. Dataset Preparation

To prepare our dataset and make sure that it only contained tweets from Kuwait, we
filtered out tweets that did not have one of the following keywords in the user_location
field: Koweït, Q8, kw, kwt, kuwait, CAhn�� �V¤ , ¨t§w� , ¢yt§w� , §wk��, and KU.
We programmatically removed unrelated tweets by excluding all posts not written in the
Arabic language or containing keywords related to Arabic spam posts. Next, we cleaned
the text of the tweets by removing digits, special characters, URLs, emojis, mentions, tashkı̄l
(diacritics), and punctuation. We did not remove hashtags, as based on our observations of
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the dataset hashtags are heavily used to express the stance towards vaccination; instead,
we only removed the hash # and underscore _ characters between the hashtag keywords,
which allowed the hashtags to be processed as regular text. After the dataset preparation
and cleaning process, the total number of extracted unlabeled tweets was 42,815.

3.3. Dataset Labeling

To validate our proposed labeling system, we needed a manually labeled dataset. Two
native Kuwaiti dialect speakers from the research team hand-labeled the dataset using an
online tool called NLP Annotation Lab [32]. The annotators were able to label 878 tweets
out of 2000 extracted tweets that were different from the original dataset and classify them
as either anti-vaccine or pro-vaccine. Finally, the two annotators manually checked the
labeled dataset for disagreements, revised the labels, and approved the final labels. The
distribution of the manually labeled tweets used to validate the Q8VaxStance labeling
system was 350 anti-vaccine tweets and 528 pro-vaccine tweets.

3.4. Q8VaxStance Labeling System

Our first research question aimed to investigate whether a weak supervised learning
approach combined with the prompt engineering of zero-shot models could label a large
dataset of tweets for stance detection towards vaccines with limited help from SMEs. To
obtain an answer to our first research question, we performed the following steps:

1. We selected the weak supervised learning framework to use in our experiments. After
examining several Python packages and frameworks that support weak supervised
learning for natural language processing, we decided to use the Snorkel open-sourced
software framework [33] based on the good results we were able to establish in [16]
for the sentiment classification of the Kuwaiti dialect.

2. We set up 52 experiments, as described in Table 1; for each experiment, we created the
labeling functions that determine the stance towards vaccines. Figure 1 illustrates the
general Q8VaxStance labeling system architecture used in the KHZSLF experiment
setup; the system architecture for the KHLF and ZSLF experiments is similar, with a
few labeling functions being excluded depending on the specific experimental setup.

3. We applied the labeling functions on 42,815 unlabeled tweets and trained the model
using the Snorkel package to predict the dataset labels. As a first experiment, we
created labeling functions to label the dataset based on the presence of specific pro-
vaccine and anti-vaccine keywords and hashtags in the tweet texts. In this experiment,
we used the same keywords and hashtags that were used before to obtain the dataset
from Twitter.

4. We conducted several experiments to compare the performance of using only zero-
shot (ZS) learning-based labeling functions versus combining keyword-based labeling
functions with zero-shot learning-based labeling functions. We implemented the
inference code provided by the ZS models’ creators using the huggingface website.
The following pretrained zero-shot models were used in the ZS labeling functions:

(a) joeddav/xlm-roberta-large-xnli [34].
(b) MoritzLaurer/mDeBERTa-v3-base-mnli-xnli [35].
(c) vicgalle/xlm-roberta-large-xnli-anli [36].

5. We applied prompt engineering to check the effect of using different prompts and
labels on the labeling system performance, then determined the best labels and prompt
combinations that produced the best performance when using the zero-shot learning-
based labeling function. To apply prompt engineering, we varied the text of labels and
prompts; in addition, we tested different combinations consisting of English labels and
prompts, Arabic labels and prompts, and mixed language labels and prompts to check
the effect of the language used in the labels and prompts on system performance.
Tables 2 and 3 contain a list of the labels and prompts used in our experiments.
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Table 1. Experimental setup for the labeling functions (LFs) used in Q8VaxStance.

Experiment
Keywords

and Hashtags
LFs

Zero-Shot
Models LFs

English
Prompt

Arabic
Prompt

English
Labels

Arabic
Labels Count

KHLF X 1
KHZSLF-EE X X X X 6
KHZSLF-EA X X X X 9
KHZSLF-AA X X X X 9
ZSLF-EE X X X 6
ZSLF-EA X X X 9
ZSLF-AA X X X 9
ZSLF-AA-AE-EE X X X X X 3

Total
Experiments 52

Figure 1. Q8VaxStance labeling system architecture used in the KHZSLF experiments.

Table 2. List of labels used in zero-shot model labeling functions.

Labels Language

pro-vaccine, anti-vaccine English
in favor vaccine, against vaccine English
�y`Wt�� dR , �y`Wt�� �� Arabic
�y`Wt�� d§¥� , �y`Wt�� |CA`� Arabic
�y`Wtl� �`� , �y`Wtl� ¯ Arabic
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Table 3. List of prompts used in zero-shot model labeling functions
.

Prompts Language

the attitude towards COVID-19 vaccination is {} English
the stance towards COVID-19 vaccination is {} English
the opinion towards COVID-19 vaccination is {} English
£d§r�t�� £@¡ ¨� ©�r�� {} Arabic
�y`Wt�� £A�� £d§r�t�� £@¡ ¨� ��wm�� {} Arabic
£d§r�t�� £@¡ ¨� ¢�wt�� {} Arabic

Our second research question aimed to evaluate the performance of the Q8VaxStance
system on labeling a large dataset for stance detection towards vaccines. To be able to
address this question, we tested the human-labeled dataset using the model we trained
using the Snorkel package and the 42,815 unlabeled samples; then, we compared the
accuracy, macro-F1 score, and total number of generated labels for each experiment. The
details of the experimental results are presented in the next section. Finally, we used
ANOVA and Tukey’s HSD statistical tests to compare the experiments in order to determine
whether they were statistically significant, as well as to discover the main factors affecting
the experimental performance and the labeling functions’ ability to generate more labels.

4. Experimental Results and Discussion

To execute our experiments, we followed the steps presented in Figure 1. We started
with tweet extraction using the Twitter academic API; after pre-processing and cleansing,
the total number of extracted unlabeled tweets was 42,815. Then, we applied Snorkel
labeling functions on the tweets based on each experimental setup, as shown in Table 1 and
Figure 1. Next, we used the Snorkel framework to train the labeling model to predict the
labels based on the weights of labeling functions. When we trained the SnorkelLabel model,
we set the number of epochs and seed values to 100 inside the fit method, and we applied
the trained model on the human-annotated dataset to carry out the performance evaluation.

The results of the individual groups of experiments are illustrated in Tables 4–7;
comparing the results, it can be observed that the experiments using mixed keywords and
zero-shot models for the labeling functions provide very close performance values, with
the average accuracy value ranging from 0.80 to 0.82 and the average Macro-F1 score from
0.80 to 0.82. The annotation agreement between the generated labels and labels from the
human SMEs detected using the Cohen’s kappa score ranged between 0.61 to 0.64, while
the annotation agreement values are not in a perfect agreement (the value should be closer
to 1). Nonetheless, these values are considered a good level of agreement compared to
random chance.

The best accuracy, Macro-F1, and Cohen’s kappa score values were achieved in ex-
periments KHZSLF-EE4 and KHZSLF-EA1, with nearly the same accuracy and Macro-F1
values of 0.83 and 0.83, respectively. Likewise, the Cohen’s kappa score achieved in these ex-
periments was 0.66 and 0.67. Moreover, the best accuracy for the experiments in the groups
using Arabic labels and templates was in experiments KHZSLF-AA8 and KHZSLF-AA9,
with accuracy, Macro-F1, Cohen’s kappa score values of 0.83, 0.82, and 0.65 respectively.

Next, the results were analyzed to detect which experiments generated a more bal-
anced distribution of the generated dataset labels and which experiments abstained and
could not generate many labels. The results show that, on average, the experimental groups
KHZSLF-AA, ZSLF-AA, and KHZSLF-EA created nearly balanced datasets. In contrast,
experiments KHZSLF-EE, ZSLF-EE, and ZSLF-EA created imbalanced datasets.

We observed that most experiments using only zero-shot models as labeling functions
generated more labels than the others. However, although they produced more labels,
the average accuracy and Macro-F1 values were lower than in the experiments using
mixed keywords and zero-shot models as labeling functions. Furthermore, the average
Cohen’s kappa score for the experiments using only zero-shot models as labeling functions
was between 0.55 and 0.59, indicating a moderate agreement between system-generated
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labels and human-generated labels. The details of the results for generated labels in each
experiment group are illustrated in Tables 8–11.

Table 4. LF-EE experiment results.

Experiment Accuracy Macro-F1 Cohen
Kappa Experiment Accuracy Macro-F1 Cohen

Kappa

KHZSLF-EE1 0.815 0.810 0.618 ZSLF-EE1 0.795 0.785 0.570
KHZSLF-EE2 0.802 0.798 0.598 ZSLF-EE2 0.803 0.789 0.579
KHZSLF-EE3 0.824 0.820 0.638 ZSLF-EE3 0.795 0.780 0.561
KHZSLF-EE4 0.839 0.834 0.668 ZSLF-EE4 0.775 0.766 0.533
KHZSLF-EE5 0.822 0.817 0.633 ZSLF-EE5 0.779 0.765 0.532
KHZSLF-EE6 0.825 0.821 0.640 ZSLF-EE6 0.784 0.768 0.538

Average 0.820 0.820 0.633 Average 0.790 0.780 0.552

Bold text represents the best performance achieved by experiments in each group.

Table 5. LF-AA experiment results.

Experiment Accuracy Macro-F1 Cohen
Kappa Experiment Accuracy Macro-F1 Cohen

Kappa

KHZSLF-AA1 0.820 0.810 0.621 ZSLFAA1 0.776 0.760 0.536
KHZSLF-AA2 0.809 0.804 0.609 ZSLFAA2 0.780 0.777 0.558
KHZSLF-AA3 0.826 0.820 0.641 ZSLFAA3 0.795 0.783 0.568
KHZSLF-AA4 0.810 0.801 0.602 ZSLFAA4 0.775 0.770 0.541
KHZSLF-AA5 0.790 0.786 0.573 ZSLFAA5 0.792 0.788 0.578
KHZSLF-AA6 0.815 0.811 0.623 ZSLFAA6 0.790 0.784 0.570
KHZSLF-AA7 0.808 0.797 0.596 ZSLFAA7 0.810 0.803 0.606
KHZSLF-AA8 0.832 0.826 0.652 ZSLFAA8 0.824 0.818 0.636
KHZSLF-AA9 0.832 0.828 0.657 ZSLFAA9 0.810 0.802 0.604

Average 0.816 0.809 0.619 Average 0.795 0.787 0.577

Bold text represents the best performance achieved by experiments in each group.

Table 6. LF-EA experiment results.

Experiment Accuracy Macro-F1 Cohen
Kappa Experiment Accuracy Macro-F1 Cohen

Kappa

KHZSLF-EA1 0.839 0.836 0.673 ZSLF-EA1 0.792 0.788 0.578
KHZSLF-EA2 0.833 0.833 0.660 ZSLF-EA2 0.808 0.802 0.605
KHZSLF-EA3 0.832 0.828 0.659 ZSLF-EA3 0.801 0.796 0.594
KHZSLF-EA4 0.799 0.796 0.594 ZSLF-EA4 0.787 0.781 0.562
KHZSLF-EA5 0.823 0.819 0.639 ZSLF-EA5 0.794 0.788 0.576
KHZSLF-EA6 0.807 0.803 0.608 ZSLF-EA6 0.784 0.777 0.556
KHZSLF-EA7 0.825 0.821 0.644 ZSLF-EA7 0.809 0.803 0.606
KHZSLF-EA8 0.837 0.833 0.667 ZSLF-EA8 0.807 0.800 0.601
KHZSLF-EA9 0.829 0.824 0.649 ZSLF-EA9 0.801 0.796 0.593

Average 0.825 0.821 0.643 Average 0.798 0.792 0.58

Bold text represents the best performance achieved by experiments in each group.

Table 7. LF-AA-AE-EE experiment results.

Experiment Accuracy Macro-F1 Cohen Kappa

ZSLF-AA-AE-EE1 0.804 0.799 0.599
ZSLF-AA-AE-EE2 0.805 0.800 0.601
ZSLF-AA-AE-EE3 0.802 0.798 0.596

Average 0.804 0.799 0.598

Bold text represents the best performance achieved by experiments in each group.
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Table 8. Count of pro-vaccine labels vs. anti-vaccine labels: KHZSLF-AA experiments.

Experiment Pro Anti Total Experiment Pro Anti Total

KHZSLF-AA1 30,034 12,775 42,809 ZSLF-AA1 25,439 17,318 42,757
KHZSLF-AA2 21,503 21,312 42,815 ZSLF-AA2 15,727 27,086 42,813
KHZSLF-AA3 26,710 16,092 42,802 ZSLF-AA3 30,191 12,609 42,800
KHZSLF-AA4 19,543 23,253 42,796 ZSLF-AA4 18,348 24,373 42,721
KHZSLF-AA5 18,218 24,594 42,812 ZSLF-AA5 20,431 22,380 42,811
KHZSLF-AA6 18,494 23,535 42,029 ZSLF-AA6 21,907 20,851 42,758
KHZSLF-AA7 19,049 23,738 42,787 ZSLF-AA7 20,209 22,606 42,815
KHZSLF-AA8 18,929 23,838 42,767 ZSLF-AA8 20,390 22,425 42,815
KHZSLF-AA9 20,928 21,869 42,797 ZSLF-AA9 18,276 24,539 42,815

Average 21,490 21,223 42,713 Average 21,213 21,576 42,789

Table 9. Count of pro-vaccine labels vs. anti-vaccine labels: KHZSLF-EE experiments.

Experiment Pro Anti Total Experiment Pro Anti Total

KHZSLF-EE1 20,552 21,702 42,254 ZSLF-EE1 23,666 18,896 42,562
KHZSLF-EE2 17,856 23,781 41,637 ZSLF-EE2 26,931 15,621 42,552
KHZSLF-EE3 20,925 21,262 42,187 ZSLF-EE3 15,123 27,326 42,449
KHZSLF-EE4 22,292 19,978 42,270 ZSLF-EE4 21,195 16,743 37,938
KHZSLF-EE5 19,938 22,115 42,053 ZSLF-EE5 25,976 13,328 39,304
KHZSLF-EE6 18,385 23,124 41,509 ZSLF-EE6 24,551 12,668 37,219

Average 19,991 21,994 41,985 Average 22,907 17,430 40,337

Table 10. Count of pro-vaccine labels vs. anti-vaccine labels: KHZSLF-EA experiments.

Experiment Pro Anti Total Experiment Pro Anti Total

KHZSLF-EA1 23,102 19,662 42,764 ZSLF-EA1 25,409 17,406 42,815
KHZSLF-EA2 23,027 19,765 42,792 ZSLF-EA2 25,101 17,714 42,815
KHZSLF-EA3 20,647 22,117 42,764 ZSLF-EA3 23,802 19,013 42,815
KHZSLF-EA4 20,573 22,213 42,786 ZSLF-EA4 20,156 22,659 42,815
KHZSLF-EA5 21,577 21,177 42,754 ZSLF-EA5 22,617 20,198 42,815
KHZSLF-EA6 19,393 22,052 41,445 ZSLF-EA6 22,913 19,902 42,815
KHZSLF-EA7 22,189 20,594 42,783 ZSLF-EA7 21,912 20,903 42,815
KHZSLF-EA8 20,240 22,538 42,778 ZSLF-EA8 21,102 21,713 42,815
KHZSLF-EA9 23,212 19,580 42,792 ZSLF-EA9 21,695 21,120 42,815

Average 21,551 21,078 42,629 Average 22,745 20,070 42,815

Table 11. Count of pro-vaccine labels vs. anti-vaccine labels: ZSLF-AA-AE-EE experiments.

Experiment Pro Anti Total

ZSLF-AA-AE-EE1 21,894 20,921 42,815
ZSLF-AA-AE-EE2 21,650 21,165 42,815
ZSLF-AA-AE-EE3 22,432 20,383 42,815

Average 21,992 20,823 42,815

Next, because the results of many experiments had very close performance values, we
checked the statistical significance of the experiments in order to identify the experiments
that performed better and detect the main factors affecting the performance of the experi-
ments and the generated labels. To achieve this, we applied ANOVA and pairwise Tukey’s
HSD post hoc statistical tests. Table 12 illustrates the ANOVA test p-value results, while
Tables 13 and 14 show the adjusted p-value results for each experiment group based on
changing the type of labeling function and changing the language of labels and prompts
used in the zero-shot models.

The following is a description of each experimental group:

• Changing the type of labeling function:
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– KHLF: keyword and hashtag detection used in labeling functions;
– ZSLF: only zero-shot models used in labeling functions;
– KHZSLF: both keyword and hashtag detection plus zero-shot models used in

labeling functions.

• Changing the language of labels and prompts used in zero-shot models:

– AA: Arabic labels and Arabic prompts;
– EE: English labels and English prompts;
– AE: Arabic labels and English prompts;
– AAAEEE: mixed labeling function with mixed language labels and prompts;
– NN: not using zero-shot models as labeling functions, i.e., using keyword and

hashtag detection in labeling functions.

Table 12. p-value results of ANOVA test.

p-Value Keywords vs. Zero-Shot Language of Labels and Prompts

Accuracy 1.577262 × 10−11 0.000386
Macro-F1 6.632477 × 10−12 0.000359
Total Labels 1.397020 × 10−28 2.697203 × 10−30

Table 13. Results of adjusted p-value for Tukey’s HSD post hoc test on the effect of changing the type
of labeling function.

Experiment
Group 1

Experiment
Group 2

P-adj
Accuracy

P-adj
Macro-F1

P-adj
Labels

KHLF KHZSLF 0.0 0.0 0.0
KHLF ZSLF 0.0 0.0 0.0

KHZSLF ZSLF 0.0 0.0 0.5

Table 14. Results of adjusted p-value for Tukey’s HSD post hoc test on the effect of changing the the
language used in labels and prompts of zero-shot models.

Experiment
Group 1

Experiment
Group 2

P-adj
Accuracy

P-adj
Macro-F1

P-adj
Labels

AA AAAEEE 0.9999 1.0 1.0
AA AE 0.8400 0.6911 1.0
AA EE 1.0 0.9986 0.0004
AA NN 0.0001 0.0001 0

AAAEEE AE 0.9583 0.9688 0.9999
AAAEEE EE 1.0 0.9994 0.0667
AAAEEE NN 0.0005 0.0009 0

AE EE 0.8634 0.6021 0.0005
AE NN 0.0003 0.0006 0
EE NN 0.0001 0.0001 0

Bold values represents statically significant experiments.

As presented in Table 12, the ANOVA test results show that using keyword detection
vs. zero-shot models as labeling functions and changing the language of labels and tem-
plates used in zero-shot models is statistically significant at a significance level of 0.05 in
regard to the accuracy, macro-F1, and total number of labels predicted by the model.

Furthermore, the Tukey’s HSD post hoc test results in Table 13 show that when using
zero-shot models and keyword detection as labeling functions (KHZSLF), the experiments
had significantly better performance than when using only the keyword detection labeling
functions (KHLF) or using only the zero-shot model labeling functions (ZSLF) for all three
evaluation metrics (accuracy, macro-averaged F1 score, and total number of labels). In
addition, the results shows that there is no significant statistical difference between the
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total generated labels when using keyword and zero-shot models (KHZSLF) compared to
using only zero-shot models as labeling functions (ZSLF).

Table 14 illustrates the results when changing the language used in labels and prompts
in zero-shot models; the results show that the total number of generated labels is affected
when using Arabic in both labels and prompts (AA) or mixed Arabic and English labels
and prompts (AE). The effect is statistically significant; more labels are generated than
when using English language in both labels and prompts (EE).

Furthermore, the results indicate that there is a statistically significant difference
between the means of the three evaluation metrics (accuracy, macro-averaged F1 score,
and the total number of labels) when using zero-shot model labeling functions with any
language (AA, AE, or EE) compared to not using zero-shot models (NN), indicating that
experiments using zero-shot model labeling functions outperform experiments using only
keyword labeling functions.

Therefore, we can conclude that when using mixed zero-shot models with mixed
language labels and prompts (AAAEEE), the differences between the experiments are
not statistically significant compared to using only zero-shot models, indicating that this
experimental setup does not significantly improve the evaluation metrics.

5. Conclusions

In this study, we have attempted to fill a gap in the field of NLP by creating Kuwaiti
dialect language resources, as currently the Kuwaiti dialect is underrepresented in the
available Arabic language models. These language resources are critical for developing
high-performance approaches and systems for different NLP problems. To overcome data
annotation challenges, we have proposed an automated system to programmatically label
a tweet dataset to detect the stance towards vaccines in the Kuwaiti dialect (Q8VaxStance).
The proposed system is based on an approach combining the benefits of weak supervised
learning and zero-shot learning.

This research is an essential part of a more comprehensive attempt to understand the
elements that cause vaccine hesitancy in Kuwait and to create practical approaches for
addressing it. This labeled dataset is the first Kuwaiti dialect dataset for vaccine stance
detection. In this research, we conducted 52 experiments to identify the best experimental
setup and the main factors that affect the annotation system’s performance metrics by
comparing the accuracy value, Macro-F1 score, Cohen’s kappa score, and total number of
generated labels. In addition, we studied the statistical significance of the experiments by
applying ANOVA and pairwise Tukey’s HSD post hoc statistical tests.

Based on our results, we achieved the best accuracy, Macro-F1 score, and Cohen’s
kappa score values in the experiments when using both zero-shot models and keyword
detection as labeling functions; experiments KHZSLF-EE4 and KHZSLF-EA1 had nearly
the same accuracy, and had Macro-F1 scores of 0.83 and 0.83, respectively. The Cohen’s
kappa scores achieved in these experiments were 0.66 and 0.67, respectively, which are
considered good annotator agreement scores. As part of our future work, we plan to
conduct additional experimentation and refinement in order to achieve perfect agreement
and improved performance metrics.

The results of the ANOVA and pairwise Tukey’s HSD post hoc statistical tests showed
that the experiments using both zero-shot models and keyword detection as labeling
functions (KHZSLF) significantly outperformed those using only the keyword detection
labeling functions (KHLF) or only the zero-shot models labeling functions (ZSLF) for all
evaluation metrics. When changing the language of the labels and prompts used in zero-
shot models, our results showed that the mean total number of generated labels when using
Arabic in both labels and prompts (AA) or mixed Arabic English labels (AE) and prompts
was statistically significant compared to using English in both labels and prompts (EE),
indicating that our proposed annotation system generates more labels when the Arabic
language is used in both prompts and labels or in at least one of them.
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In our future research, we first intend to experiment more with the proposed an-
notation system by applying zero-shot and few-shot learning on large language models
supporting the Arabic language. Second, we plan to use this generated dataset to fine-tune
and compare available Arabic BERT-based language models and large multilingual models
to create a trained model for Kuwaiti dialect stance detection. Finally, we plan to use graph
neural network algorithms to predict vaccine stances and compare the findings with the
results of this research.
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