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Abstract: In this paper, the Fourier spectral method is used to solve the fractional-in-space nonlinear
coupled FitzHugh–Nagumo model.Numerical simulation is carried out to elucidate the diffusion
behavior of patterns for the fractional 2D and 3D FitzHugh–Nagumo model. The results of numerical
experiments are consistent with the theoretical results of other scholars, which verifies the accuracy
of the method. We show that stable spatio-temporal patterns can be sustained for a long time;
these patterns are different from any previously obtained in numerical studies. Here, we show
that behavior patterns can be described well by the fractional FitzHugh–Nagumo and Gray–Scott
models, which have unique properties that integer models do not have. Results show that the Fourier
spectral method has strong competitiveness, reliability, and solving ability for solving 2D and 3D
fractional-in-space nonlinear reaction-diffusion models.

Keywords: Riesz fractional derivative; FitzHugh–Nagumo model; spatial patterns; Fourier spectral
method

1. Introduction

In the past few decades, the theory and application of fractional calculus have been
widely concerned and rapidly developed because it can more accurately simulate various
physical processes in nature, especially suitable for characterizing the memory and genetic
properties of materials and processes. Applications of fractional calculus include control
theory [1], non-Newtonian fluid dynamics [2], rheology [3], hysteretic phenomena [4],
dynamical systems [5], viscoelastic theory [6], and abnormal diffusion [7–9]. Most of these
problems can be expressed as fractional differential equations (FDEs), so it is of great
significance to study the analytical or numerical methods of FDEs. Analytical methods
for solving nonlinear FDEs have an Adomian decomposition method [10], new iteration
method [11], homotopy perturbation method [12], and so on. In these methods, the solution
does not require discrete equations or approximation operators. Because these methods
produce local solutions under initial conditions, it is necessary to use numerical methods
to study the long time properties of solutions of FDEs. Accurate and time-saving numer-
ical methods are needed for the study of fractional-order dynamical systems and their
related phenomena, such as patterns and chaos. Therefore, the development of time-saving,
accurate, and stable numerical methods of FDEs is a focus. Some numerical methods of
the FDEs have been announced, such as the finite difference method [13], finite difference
predictor-corrector method [14,15], reproducing kernel method [16,17], matrix approach
method [18], spectral method [19–22], and so on [23–29].

The Fourier spectral method [19–22,30,31] is a good method for studying the fractional
diffusion model. Some scholars used the Fourier spectral method to solve the space frac-
tional Klein–Gordon–Schrödinger equations [19], modified Swift–Hohenberg equation [20],
fractional variable-coefficient KdV-modified KdV equation [30], and 2D space fractional
Gray–Scott model [31], and so on [21,22]. In this manuscript, we use the Fourier spectral
method for spatial discretization and the Runge–Kutta method for time discretization to
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solve the FitzHugh–Nagumo model with the Riesz fractional derivative.
FitzHugh [32] proposed a mathematical model of excitable media applied to neuronal

dynamics. This model is called the FitzHugh model. The early FitzHugh model was a
nonlinear ordinary differential equation. Then, Nagumo [33] extended the early FitzHugh
model to derive the FitzHugh–Nagumo model. The most important characteristic of the
FitzHugh–Nagumo model is that the solutions of the model can be excited within a certain
range of control parameters. Therefore, it is one of the best models to study excitable sys-
tems and excitable helical waves. Bueno–Orovio [21] used the Fourier spectral method and
fractional Fick’s law [34,35] to solve the space fractional FHN model. Liu and Zhang [36]
used a semi-alternating direction method for solving a 2D fractional FHN monodomain
model on an approximate irregular domain. With the development of fractional calculus,
this paper considers the following space fractional 3D coupled FitzHugh–Nagumo models
with Riesz fractional derivatives:

∂u
∂t

= −Ku(−∆
α
2 )u− u(1− u)(u− µ)− v,

∂v
∂t

= ε(βu− v),
(1)

with the initial conditions:

u(x, y, z, 0) = u0(x, y, z), v(x, y, z, 0) = v0(x, y, z). (2)

where (x, y, z, t) ∈ Ω× [0, T], Ω = (a, b)× (a, b)× (a, b) and 1 < α ≤ 2. ε, µ, β and k are
constants. Ku are the diffusion coefficients. The fractional Laplacian operator with Riesz
fractional derivative is defined as:

−(−∆
α
2 )v =

∂αv
∂|x|α

+
∂αv

∂|y|α
+

∂αv
∂|z|α

= − 1
2 cos πα/2

(
xDα

Lv + xDα
Rv + yDα

Lv + yDα
Rv + zDα

Lv + zDα
Rv
)
, (3)

with xDα
L, xDα

R, yDα
L, yDα

R, and zDα
L, zDα

R being the Riemann-Liouville fractional operators as
follows [37–40]:

xDα
Lv =

1
Γ(2− α)

d2

dx2 (
∫ x

a
(x− τ)1−αv(τ, y, z, t)dτ), (4)

xDα
Rv =

1
Γ(2− α)

d2

dx2 (
∫ b

x
(τ − x)1−αv(τ, y, z, t)dτ). (5)

Definition 1. The Riesz fractional derivative [27,28] of order α ∈ (0, 1) is given by:

Dαh(x) =
d

dx
H1−α

x h(x) =
1

2Γ(1− α) cos πα
2

d
dx

∫ ∞

−∞

sgn(x− τ)

|x− τ|α h(τ)dτ, x ∈ R. (6)

where Hα
x h(x) is the conjugate Riesz potential [41,42] of the order α ∈ (0, 1).

Definition 2. The conjugate Riesz potential [41,42] of the order α ∈ (0, 1) takes the following form:

Hα
x h(x) =

1
2Γ(α) sin πα

2

∫ ∞

−∞

sgn(x− τ)

|x− τ|1−α
h(τ)dτ, x ∈ R. (7)

The Fourier transforms of Riesz fractional derivative for α ∈ (0, 1) is presented as:

Fx[Dα
x h(x)](ω) = |ω|α ĥ(ω). (8)

2. Numerical Method

In order to normalize the space interval [a, b] to [0, 2π], we let x → 2π(x−a)
L , y →

2π(y−a)
L , z → 2π(z−a)

L and L = b− a, xi = i∆x = 2πLi
N , yi = i∆y = 2πLi

N , zi = i∆z = 2πLi
N ,
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i = −N/2,−N/2 + 1, · · · · · · , N/2− 1, N > 0 and N is an integer.
The discrete Fourier transform(DFT) definition as:

ĥ(kx, ky, kz, t) = F (h) = 1
N3 ∑

N
2 −1

j=− N
2

∑
N
2 −1

j=− N
2

∑
N
2 −1

j=− N
2

h(xj, yj, zj, t)e−ikx xj−ikyyj−ikzzj , (9)

Using the discrete Fourier transform (9) for u, v in the spatial domain. Equation (1)
can be transformed into the following ordinary differential equations (ODEs) about t.{

∂U
∂t = F(t, U),

U(Kα, 0) = U0.
(10)

where:

Kα = |λx|α + |λy|α + |λz|α, φ̂ =

(
û
v̂

)
, r(t, φ̂) =

( ∂û
∂t
∂v̂
∂t

)
,

U = (φ̂0(Kα, t), φ̂1(Kα, t), · · · , φ̂N−1(Kα, t))T ,
F(t, U) = (r0(t, φ̂0(t)), r1(t, φ̂0(t)), · · · , rN−1(t, φ̂N−1(t)))T ,
U0(Kα) = (φ̂00(Kα), φ̂01(Kα), · · · , φ̂0(N−1)(Kα))T ,

(11)

Definition 3. Fourth-order Runge–Kutta method(RKM) for ODEs (10) in the form of:

Un+1 = Un + τη(Un, tn, τ), (12)

where incremental function η(Un, tn, τ) is determined by F(t, U).

Definition 4. If for any differential equations ∂U
∂t = F(t, U) which satisfies the Lipschitz condition

when τ = T
n , n −→ ∞ and U0(Kα) −→ U(Kα, 0), there is un −→ U(t) for any 0 ≤ t ≤ T, then

Equation (12) is convergent [30,31].

Theorem 1. If η(U, t, τ) satisfies the Lipschitz condition in U, then the numerical method given
by Equation (12) is stable.

Proof. We refer the reader to [30,31] for the details of the proof.

Lemma 1. If ‖en+1‖ ≤ (1 + τL1)‖en‖+ c, then Equation (12) is fourth order one-step method
and the error estimate is as follows:

|en| ≤ eL1T(|e0|+ L1τe + cTτ4), (13)

where en = Un −U(tn) and c is constant. where L1 is lipschitz constant and e = max(|e0|, |e1|,
· · · , |en−1|). τ is step-size and n = 1, · · · , T

τ .

Proof. For the details of the proof, one may refer to [30,31].

Then, we use the following inverse discrete Fourier transform(IDFT) (14), and can
obtain the numerical solution. The inverse discrete Fourier transform definition as:

h(xj, yj, zj, t) = F−1(ĥ) = ∑
N
2 −1

kx=− N
2

∑
N
2 −1

ky=− N
2

∑
N
2 −1

kz=− N
2

ĥ(kx, ky, kz, t)eikx xj+ikyyj+ikzzj , 0 ≤ j ≤ N − 1. (14)
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To sum up, the steps of solving fractional partial differential equations by the Fourier
spectral method are as follows:

uj−N/2 · · · uj−2 uj−1 uj uj+1 uj+2 · · · uj+N/2−1 u(x, y, z, t)
⇑ IDFT

• · · · • • • • • · · · • û(Kα, t)
↑ ↑ ↑ ↑ ↑ ↑ ↑
• · · · • • • • • · · · •

ODEs ← RKM
• · · · • • • • • · · · •
↑ ↑ ↑ ↑ ↑ ↑ ↑

ûm−N · · · ûm−2 ûm−1 ûm ûm+1 ûm+2 · · · ↑ û(Kα, t0)
⇑ DFT

uj−N/2 · · · uj−2 uj−1 uj uj+1 uj+2 · · · uj+N/2−1 u(x, y, z, t0)

3. Simulation Results

Figure 1 shows the logarithm of the absolute error at x = 0.5. The absolute error
values at t = 0.15 are shown in Figure 2. In this section, we use the present method to
numerically solve the space fractional 2D and 3D coupled FitzHugh–Nagumo models
and space fractional coupled Gray–Scott models, the numerical simulation results are
shown in Figures 3–18. All computations of simulation results are performed by the
MatlabR2017b software.

Experiment 1. By comparing with some effective methods in the literature, the accuracy and
effectiveness of the numerical method in this paper are illustrated. We consider the following 1D
FitzHugh–Nagumo model [43,44].

∂u
∂t

= uxx + u(1− u)(u− µ), (15)

Table 1 shows the absolute errors by the present method, and those in Refs. [43,44], at
different x values. Table 2 shows the error norms L2 and L∞ by the present method and
the methods of Ref. [44] at different τ values, which shows that our numerical method has
higher precision than other methods.

Where the error norms, L2 and L∞ are used to determine the accuracy of the method:

L2 =
√

1
N ∑N

j=1[u(xj, t)− u∗(xj, t)]2, L∞ = max
1≤j≤N

| u(xj, t)− u∗(xj, t) |, where u(xj, t) and

u∗(xj, t) are the numerical solution and the exact solution.

Table 1. The absolute errors of u(x, t) at t = 0.04, τ = 5.00e− 3, and µ = 0.5.

x ExpFDM [43] Ref. [44] Present Method

0.2 3 × 10−6 2 × 10−7 1.67 × 10−10

0.4 1 × 10−5 5 × 10−7 1.69 × 10−10

0.6 2 × 10−5 7 × 10−7 1.72 × 10−10

0.8 4 × 10−5 6 × 10−7 1.77 × 10−10
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Table 2. The error norms L2 and L∞ of u(x, t) at different values of τ and µ = 0.75, for example, 1.

τ = 0.001 t t = 0.01 t = 1 t = 10

L2
Present method 2.17 × 10−9 2.08 × 10−10 3.66 × 10−9

[44] method 1 × 10−7 1 × 10−6 2 × 10−7

L∞
Present method 2.07 × 10−9 2 × 10−10 5.41 × 10−9

[44] method 2 × 10−7 1 × 10−6 2 × 10−7

τ = 0.0001 t t = 0.01 t = 1 t = 10

L2
Present method 2.17 × 10−9 1.51 × 10−9 3.36 × 10−9

[44] method 1 × 10−7 6 × 10−7 2 × 10−7

L∞
Present method 2.07 × 10−9 1.47 × 10−9 5.42 × 10−9

[44] method 2 × 10−7 9 × 10−7 3 × 10−7

τ = 0.00001 t t = 0.01 t = 1 t = 10

L2
Present method 2.17 × 10−9 4.08 × 10−9 3.37 × 10−9

[44] method 1 × 10−7 6 × 10−7 2 × 10−7

L∞
Present method 2.07 × 10−9 3.90 × 10−9 5.49 × 10−9

[44] method 2 × 10−7 9 × 10−7 3 × 10−7

Figure 1. Logarithm of absolute error of u(x, t) at x = 0.5 for Experiment 1.
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Figure 2. Absolute error of v(x, t) at t = 0.15 for Experiment 1.

Experiment 2. In the simulation experiment, we set v = v(x, y, t) or v = v(x, y, z, t) with similar
expressions for u in two and three dimensions. In two dimensions, we experiment (1) on a square
domain size [−2.5, 2.5]× [−2.5, 2.5] with boundary conditions. We experiment (1) on diffusion
coefficients in the space given as Ku = 1× 10−4, and parameter ε = 0.01, µ = 0.1, β = 0.5,
N = 512, L = 5. The initial conditions have the following form:

u(x, y, 0) =
{

1, (x, y) ∈ [−0.63, 0.62]× [0.62, 1.24] ∪ [−0.63, 1.26],
0, elsewhere.

(16)

v(x, y, 0) =
{

0.1, (x, y) ∈ [−1.88,−0.63] ∪ [0.62, 2.5]× [−1.26, 2.5],
0, elsewhere.

(17)

The spatio-temporal patterns in Figure 3 are obtained at different times with the
same α value. The patterns in Figures 4–6 are obtained at the same time and different
α values. When noise intensity Ku = 1× 10−4, spiral wave can be sustained for a long
time (see Figure 3). With the increment of fractional derivative α, the system is driven
into the excitable states where the stable spatio-temporal waves can be sustained for a
long time (see Figures 4–6). We can find that the width of the excitation wavefront and
the wavelength of the system are markedly reduced with the reduction of order with the
domain being able to accommodate a larger number of wavefronts for a smaller order.
For the excited wavefront with approximately the same width, the wavelength is larger due
to the long-tailed mechanisms of the fractional Laplacian operator in the supper-diffusion
case. These results are consistent with the theoretical analysis and numerical simulation of
other scholars [45].
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The spatio-temporal patterns in Figures 7–9 are obtained at different times and α values
with the noise intensity Ku = 2.5× 10−5, the initial conditions have the following form:

u(x, y, 0) =


u(3 ∗ N/8 : 5 ∗ N/8, 5 ∗ N/8 : 6 ∗ N/8) = 1,
u(3 ∗ N/8 : 5 ∗ N/8, 2 ∗ N/8 : 3 ∗ N/8) = 1,
0, elsewhere.

(18)

v(x, y, 0) =


v(5 ∗ N/8 : N, N/4 : N) = 0.1,
v(1 ∗ N/8 : 3 ∗ N/8, N/4 : N) = 0.1,

0, elsewhere.

(19)

In three dimensions, we experiment (1) on the domain size [−2.5, 2.5]× [−2.5, 2.5]×
[−2.5, 2.5] with boundary conditions. We set different values of α and t, the stable pat-
terns in Figures 10–13 are obtained with Ku = 1× 10−4, ε = 0.0001, µ = 0.01, β = 0.5,
L = 5, N = 512. The initial conditions are: u(3N/8 : 5N/8, 5N/8 : 6N/8, 5N/8 :
6N/8, 0) = u(3N/8 : 5N/8, 2N/8 : 3N/8, 2N/8 : 3N/8, 0) = 1, elsewhere u = 0.
v(5N/8 : N, N/4 : N, N/4 : N, 0) = 0.1, elsewhere, v = 0. We showed some patterns in
Figures 10–13 of fractional-in-space nonlinear coupled FitzHugh–Nagumo models for the
first time. Some patterns in Figures 10–13 are different from any previously obtained in
numerical studies.

(a) t = 400 (b) t = 600 (c) t = 1000 (d) t = 2000 (e) t = 3000

Figure 3. The stable spatio-temporal waves of v at α = 2 and different times for Experiment 2.

(a) α = 1.6 (b) α = 1.7 (c) α = 1.8 (d) α = 1.90

Figure 4. The stable spatio-temporal waves of v at t = 400 for Experiment 2.

(a) α = 1.5 (b) α = 1.6 (c) α = 1.7 (d) α = 1.8 (e) α = 1.9

Figure 5. The stable spatio-temporal waves of v at t = 1000 and different α for Experiment 2.



Fractal Fract. 2022, 6, 136 8 of 13

(a) α = 1.5 (b) α = 1.6 (c) α = 1.7 (d) α = 1.8 (e) α = 1.9

Figure 6. The stable spatio-temporal waves of v at t = 2000 and different α for Experiment 2.

(a) t = 400 (b) t = 600 (c) t = 1000 (d) t = 2000

Figure 7. The stable spatio-temporal waves of v at α = 1.5 and different times for Experiment 2.

(a) t = 400 (b) t = 600 (c) t = 1000 (d) t = 2000

Figure 8. The stable spatio-temporal waves of v at α = 1.6 and different times for Experiment 2.

(a) t = 400 (b) t = 600 (c) t = 1000 (d) t = 2000

Figure 9. The stable spatio-temporal waves of v at α = 1.7 and different times for Experiment 2.

(a) t = 500 (b) t = 1000 (c) t = 2000 (d) t = 3000

Figure 10. The patterns of u at Ku = 1× 10−4, ε = 0.0001, µ = 0.01, β = 0.5, N = 512, and α = 1.8.
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(a) t = 500 (b) t = 1000 (c) t = 2000 (d) t = 3000

Figure 11. The patterns of u at Ku = 1× 10−4, ε = 0.0001, µ = 0.01, β = 0.5, N = 512, and α = 2.

(a) t = 1000 (b) t = 2000 (c) t = 3000
Figure 12. The patterns of v at Ku = 1× 10−4, ε = 0.0001, µ = 0.01, β = 0.5, N = 512, and α = 1.8.

(a) t = 1000 (b) t = 2000 (c) t = 3000
Figure 13. The patterns of v at Ku = 1× 10−4, ε = 0.0001, µ = 0.01, β = 0.5, N = 512, and α = 2.

Experiment 3. Numerical simulation provides us with a universal approach to physical insight
into fractional reaction-diffusion model. Next, we simulate the following space fractional coupled
Gray–Scott model [37–40],

∂u
∂t

= −Ku(−∆
α
2 )u− uv2 + F(1− u),

∂v
∂t

= −Kv(−∆
β
2 )v + uv2 − (F + k)v.

(20)

In the simulation Experiment, we set v = v(x, y, t) or v = v(x, y, z, t) with similar
expressions for u in two and three dimensions. In two dimensions, we experiment (20) on
a square domain size [−1, 1]× [−1, 1] with boundary conditions. A 64× 64 mesh point
area located symmetrically about the centre of the grid was perturbed to (u, v) = ( 1

2 , 1
4 ),

and the entire model was placed in the state (u, v) = (1, 0). The patterns in Figure 14 were
obtained with the diffusion coefficients in space given as Du = 2× 10−5, Dv = 1× 10−5,
F = 0.025, k = 0.055, L = 2, N = 128, and the time step is τ = 0.01. The patterns in
Figure 15 were obtained with the diffusion coefficients in space given as Du = 2× 10−5,
Dv = 1× 10−5, τ = 0.01. F = 0.037, k = 0.058, and the time step is τ = 0.01.

In three dimensions, we experiment (20) on the domain size [−1, 1]× [−1, 1]× [−1, 1]
with boundary conditions. A 32× 32× 32 mesh point area located symmetrically about
the centre of the grid was perturbed to (u, v) = ( 1

2 , 1
4 ), and the entire model was placed in

the state (u, v) = (1, 0). We show some patterns in Figures 16–18 of the space fractional
3D coupled Gray–Scott model are different from any previously obtained in numerical
studies. The patterns in Figure 16 were obtained with the diffusion coefficients in space
given as Ku = 2× 10−5, Kv = 1× 10−5, F = 0.02, k = 0.055, N = 128, and α = β = 1.8.
The patterns in Figure 17 were obtained with the diffusion coefficients in space given as
Ku = 2× 10−5, Kv = 1× 10−5, F = 0.015, k = 0.045, and α = β = 1.9. The patterns in
Figure 18 were obtained with the diffusion coefficients in space given as Ku = 2× 10−5,
Kv = 1× 10−5, F = 0.02, k = 0.055, N = 128, and α = β = 1.9. The time step was τ = 0.01.
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(a) t = 700 (b) t = 1200 (c) t = 3000

(d) t = 5700 (e) t = 14000 (f) t = 30,000

Figure 14. The patterns of u at α = β = 1.9 for Experiment 3 with Du = 2× 10−5, Dv = 1× 10−5,
F = 0.025, k = 0.055, L = 2, N = 128.

(a) t = 800 (b) t = 1300 (c) t = 1700

(d) t = 5600 (e) t = 10,000 (f) t = 30,000

Figure 15. The patterns of u at α = β = 1.9 for Experiment 3 with Du = 2× 10−5, Dv = 1× 10−5,
τ = 0.01. F = 0.037, k = 0.058.

(a) t = 6000 (b) t = 8000 (c) t = 11,000 (d) t = 20,000

Figure 16. The patterns of u at Ku = 2× 10−5, Kv = 1× 10−5, F = 0.02, k = 0.055, N = 128, and
α = β = 1.8 for Experiment 3.
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(a) t = 5000 (b) t =10,000 (c) t = 15,000 (d) t =20,000

Figure 17. The patterns of v at Ku = 2× 10−5, Kv = 1× 10−5, F = 0.015, k = 0.045, and α = β = 1.9
for Experiment 3.

(a) t = 6000 (b) t = 8000 (c) t = 11,000 (d) t =20,000

Figure 18. The patterns of u at Ku = 2× 10−5, Kv = 1× 10−5, F = 0.02, k = 0.055, N = 128, and
α = β = 1.9 for Experiment 3.

4. Conclusions

In this paper, the Fourier spectral method is used to solve the fractional-in-space
nonlinear coupled FitzHugh–Nagumo model. It is found that the results of numerical
experiments are consistent with the theoretical results of other scholars, which verifies the
accuracy of the method. We show that 3D stable spatio-temporal spiral patterns can be
sustained for a long time; these spiral waves are different from any previously obtained in
numerical studies. The numerical results in Experiment 1 show that the present method has
strong competitiveness and reliability. In Experiment 3, we simulate 2D and 3D fractional-
in-space nonlinear coupled Gray–Scott models. The reliability and efficiency are verified
by numerical experiments. The present method provides us with a universal approach and
insight into the fractional reaction-diffusion model. The results show that the fractional
FitzHugh–Nagumo model and Gray–Scott model can describe the pattern behavior well,
and that the fractional reaction-diffusion model has unique properties that the integer
model does not have.
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