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#### Abstract

In this paper, we solve Riccati equations by using the fractional-order hybrid function of block-pulse functions and Bernoulli polynomials (FOHBPB), obtained by replacing $x$ with $x^{\alpha}$, with positive $\alpha$. Fractional derivatives are in the Caputo sense. With the help of incomplete beta functions, we are able to build exactly the Riemann-Liouville fractional integral operator associated with FOHBPB. This operator, together with the Newton-Cotes collocation method, allows the reduction of fractional differential equations to a system of algebraic equations, which can be solved by Newton's iterative method. The simplicity of the method recommends it for applications in engineering and nature. The accuracy of this method is illustrated by five examples, and there are situations in which we obtain accuracy eleven orders of magnitude higher than if $\alpha=1$.
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## 1. Introduction

Generalizing ordinary differential equations to an arbitrary (non-integer) order, we obtain fractional differential equations (FDEs). A compelling description regarding the progress of fractional differential operators is given by [1-3]. The wide usability of FDEs in numerous areas of science and engineering has led to increased interest regarding the research in this considered field (as seen in [4-10]).

FDEs are eligible for playing a key role in a wide spectrum of applications. Consequently, research in this area has grown significantly, and in the last few years, many papers have shown interest in finding efficient numerical methods for FDE solution. Many of the published methods use Fourier transforms [11], eigenvector expansion [12], Laplace transforms [13], variational iteration methods [14], the finite difference method (FDM) [15], the Adomian decomposition method [16], the power series method [17], the homotopy perturbation method [18], the differential transform method [19], the homotopy analysis method [20], the Chebyshev and Legendre polynomials method [21], and fractional-order Bernoulli wavelets [22].

Dynamical systems can be solved using orthogonal functions. Firstly, it is necessary to transform through integration the type of equation, from differential to integral. Then, using orthogonal functions, we are enabled to approximate different signals used in the equation. Moreover, it is mandatory to eliminate the integral operations and, by employing the operational matrix of integration, this can be accomplished. The final unique form of the matrix is given by the particular orthogonal functions. As for now, we can separate into three different classes the orthogonal functions. The first class is represented by types of functions such as Haar, Walsh, or block-pulse, which are examples of sets that consist of functions of piecewise constant basis. Secondly, polynomials such as Chebyshev, Legendre, or Laguerre, which are examples of orthogonal polynomials, give the second class. In the case of this class, in order to obtain computational effectiveness, the shifted Legendre polynomials are to be used [23]. Lastly, the final class is represented by sine-cosine functions
in the Fourier series. An example of polynomials and series that possess the operational matrix of integration but are not orthogonal functions is given by the Bernoulli polynomials and Taylor series. Article [24] shows how the Bernoulli polynomials approximate better the arbitrary time function than shifted Legendre polynomials do.

It is possible to use the operational matrix for the Riemann-Liouville integration, in order to use wavelets to solve the majority of the fractional calculus problems. We obtain the form of the matrix $P^{\alpha}$ from the following correlation:

$$
I^{\alpha} \Psi(t) \approx P^{\alpha} \Psi(t)
$$

The Riemann-Liouville fractional integral operator of order $\alpha$ is given by $I^{\alpha}$ and the operational matrix for Riemann-Liouville integration for different wavelets is represented by $P^{\alpha}$. The basis functions give the elements of $\Psi(t)$. Recent papers show how wavelets such as Chebyshev [25], Legendre [26], CAS (cosine and sine) [27], and Haar [28] can be utilized. In order to obtain $P^{\alpha}$, it is necessary to expand to block-pulse functions the considered wavelets, and then, to calculate $P^{\alpha}$, methods have used the operational matrix for Riemann-Liouville integration of block-pulse functions. In order to obtain $P^{\alpha}$ using Bernoulli wavelets in [29], the paper firstly utilized the expansion of Bernoulli wavelets by using Bernoulli polynomials in [29]; then, to calculate $P^{\alpha}$, the operational matrix for Riemann-Liouville integration of Bernoulli polynomials was employed. It is noted that these wavelets did not calculate $P^{\alpha}$ directly and $I^{\alpha} \Psi(t)$ was obtained by using some approximations.

In 2013, article [30] was published and it described the usage of the fractional-order Legendre functions for solving FDEs using the spectral technique. In [31], fractional partial differential equations are solved using a new Tau technique, which makes use of the operational matrix of fractional derivative and integration. Moreover, in order to solve systems of fractional differential equations, Bhrawy et al. [32], starting from the generalized Laguerre polynomials, have used the fractional-order generalized Laguerre functions. The truncated fractional Bernstein series was described by Yuzbasi [33] by using the change $x$ to $x^{\alpha}$, for solving the fractional Riccati-type differential equations. The development of fractional calculus based on Legendre functions adapted to the range $[0, h]$ in order to obtain numerical solutions of fractional partial differential equations was also presented by the authors in [34]. Furthermore, in recent years, Rahimkhani et al. constructed fractional-order Bernoulli wavelets by making a change of variable of $x$ to $x^{\alpha}(\alpha>0)$ into the Bernoulli wavelets and solved selected problems [22,35-38].

In order to be able to solve different selected smooth and non-smooth problems that regard fields such as engineering, we can use the hybrid functions consisting of the combination of block-pulse functions with Chebyshev polynomials [39,40], Legendre polynomials [41,42], Taylor series [43,44], or Bernoulli polynomials [24,45]. Papers [46-48] present how the direct derivation of the hybrid of block-pulse functions and Bernoulli polynomials to which the Riemann-Liouville fractional integral operator is applied can be accomplished. Compared to other published methods, the results that have been obtained in references [46-48] are noticeably more accurate.

In this paper, we apply the fractional-order hybrid function of block-pulse functions and Bernoulli polynomials, abbreviated with FOHBPB, resulting consequently from the substitution of $t$ to $x^{\alpha}$, where $\alpha>0$, to solve Riccati equations. An exact Riemann-Liouville fractional integral operator $I^{\alpha}$ for the FOHBPB is derived. In order to reduce to the solution of the algebraic equations the solution of the FDEs and system of FDEs, we make use of the abovementioned operator. In the present paper, since we do not use any approximation to find $I^{\alpha}$, for certain examples considered, we obtain better results than those obtained in [22,33,49-51].

The outline of this paper has the following order. In the Section 2 , we present definitions and mathematical preliminaries of fractional calculus necessary for the presented ongoing development. In the Section 3, the Riemann-Liouville fractional integral operator will be derived accordingly for FOHBPB. Section 4 consists of the numerical and error
analysis regarding the method which is described in this paper, and, in the Section 5, by displaying five examples of numerical calculations, the article indicates how the resulting numerical data lead to increased accuracy and demonstrates the convergence of the numerical scheme proposed.

## 2. Preliminaries and Notations

Firstly, we begin by describing the fractional operators, such as Caputo's derivative and the Riemann-Liouville integration, followed by a brief description of the characteristics regarding the fractional calculus theory, which has implications in the mathematical proofs.

Definition 1. The Caputo's fractional derivative of order $q$ has the following definition [13]

$$
\left(D^{q} f\right)(t)=\frac{1}{\Gamma(n-q)} \int_{0}^{t} \frac{f^{(n)}(s)}{(t-s)^{q+1-n}} d s, \quad n-1<q \leq n, \quad n \in \mathbb{N},
$$

where the smallest integer greater than $q$ is $n$ and the order of the derivative is given by $q>0$.
Definition 2. The Riemann-Liouville fractional integral operator of order $q$ has the following definition [13]

$$
I^{q} f(x)=\left\{\begin{array}{l}
\frac{1}{\Gamma(q)} \int_{0}^{t} \frac{f(s)}{(t-s)^{1-q}} d s, \quad q>0,  \tag{1}\\
f(t), \quad q=0 .
\end{array}\right.
$$

Proposition 1. The Riemann-Liouville integral and Caputo derivative comply with the following proposition [52]

$$
\begin{equation*}
I^{q}\left(D^{q} f(t)\right)=f(t)-\sum_{k=0}^{n-1} f^{(k)}(0) \frac{t^{k}}{k!} \tag{2}
\end{equation*}
$$

Definition 3. Taylor's generalized formula has the following definition
For values of $i=0,1, \ldots, m$, we have $D^{i \alpha} f(t) \in C(0,1]$. Consequently,

$$
\begin{equation*}
f(t)=\sum_{i=0}^{m} \frac{t^{i \alpha}}{\Gamma(i \alpha+1)} D^{i \alpha} f\left(0^{+}\right)+\frac{t^{m \alpha+\alpha}}{\Gamma(m \alpha+\alpha+1)} D^{m \alpha+\alpha} f(\xi), \tag{3}
\end{equation*}
$$

where $0<\xi \leq t$, for all $t \in(0,1]$. Moreover,

$$
\left|f(t)-\sum_{i=0}^{m} \frac{t^{i \alpha}}{\Gamma(i \alpha+1)} D^{i \alpha} f\left(0^{+}\right)\right| \leq M_{\alpha} \frac{t^{m \alpha+\alpha}}{\Gamma(m \alpha+\alpha+1)},
$$

with $M_{\alpha}=\sup _{\xi \in(0,1]}\left|D^{m \alpha+\alpha} f(\xi)\right|$. In order to obtain Taylor's classical formula, we make $\alpha=1$ and Equation (3) is reduced to the desired form.

Next, we define the incomplete beta function, utilized in modifying the RiemannLiouville operator of fractional integration.

Definition 4. Hence, the incomplete beta function has the following definition

$$
\begin{equation*}
\mathbf{B}(a, b ; z)=\int_{0}^{z} t^{a-1}(1-t)^{b-1} d t \tag{4}
\end{equation*}
$$

By substituting $t$ to $x^{\alpha},(\alpha>0)$ in the hybrid function of block-pulse and Bernoulli polynomials, we obtain the FOHBPB, noted as $b_{n m}^{\alpha}(x)$.

Definition 5. On the interval $[0,1)$, the function is defined as

$$
b_{n m}^{\alpha}(x)=\left\{\begin{array}{l}
\beta_{m}\left(N x^{\alpha}-n+1\right), \quad x \in\left[\left(\frac{n-1}{N}\right)^{1 / \alpha},\left(\frac{n}{N}\right)^{1 / \alpha}\right),  \tag{5}\\
0, \text { otherwise },
\end{array}\right.
$$

where the order of block-pulse functions and the order of Bernoulli polynomials are $n=1,2, \ldots, N$, and $m=0,1, \ldots, M$, consequently. As defined by [53], $\beta_{m}(x)$ represent the Bernoulli polynomials of order $m$ and have the following representation

$$
\begin{equation*}
\beta_{m}(t)=\sum_{k=0}^{m}\binom{m}{k} \alpha_{m-k} t^{k} \tag{6}
\end{equation*}
$$

The Bernoulli numbers are noted as $\alpha_{k}$, with $k=0,1, \ldots, m$ as in [54].
Proposition 2. Obtaining the best approximation of function $f$, where $f \in L^{2}[0,1]$, while using the hybrid functions as seen in [47] is

$$
f(x) \simeq \sum_{m=0}^{M} \sum_{n=1}^{N} c_{n m} b_{n m}^{\alpha}(x)=C^{\mathrm{T}} B^{\alpha}(x)
$$

with

$$
C=\left[c_{10}, \ldots, c_{N 0}, c_{11}, \ldots, c_{N 1}, \ldots, c_{1 M}, \ldots, c_{N M}\right]^{\mathrm{T}}
$$

and with

$$
B^{\alpha}(x)=\left[b_{10}^{\alpha}(x), \ldots, b_{N 0}^{\alpha}(x), b_{11}^{\alpha}(x), \ldots, b_{N 1}^{\alpha}(x), \ldots, b_{1 M}^{\alpha}(x), \ldots, b_{N M}^{\alpha}(x)\right]^{\mathrm{T}} .
$$

## 3. Riemann-Liouville Fractional Integral Operator for Hybrid of Block-Pulse Functions and Bernoulli Polynomials

The derivation of the Riemann-Liouville fractional integral operator, noted as $I^{\beta}$, for the fractional-order Bernoulli polynomials, $B^{\alpha}(x)$, will be presented in this section. Furthermore, we use the incomplete beta function to determine the fractional integral operator.

We have the following notation

$$
\begin{equation*}
I^{\beta} B^{\alpha}(x) \equiv \bar{B}^{\alpha}(x, \beta) \tag{7}
\end{equation*}
$$

where

$$
\bar{B}^{\alpha}(x, \beta)=\left[I^{\beta} b_{10}^{\alpha}(x), \ldots, I^{\beta} b_{N 0}^{\alpha}(x), I^{\beta} b_{11}^{\alpha}(x), \ldots, I^{\beta} b_{N 1}^{\alpha}(x), \ldots, I^{\beta} b_{N M}^{\alpha}(x)\right]^{\mathrm{T}} .
$$

Theorem 1. Consequently, we obtain

$$
I^{\beta} b_{n m}^{\alpha}(x)=\left\{\begin{array}{l}
V(x), \quad x \in\left[\left(\frac{n-1}{N}\right)^{1 / \alpha},\left(\frac{n}{\tilde{N}}\right)^{1 / \alpha}\right) \\
V(x)-W(x), \quad x \in\left[\left(\frac{n}{N}\right)^{1 / \alpha}, \infty\right) \\
0, \text { otherwise }
\end{array}\right.
$$

where

$$
\begin{aligned}
V(x)= & \sum_{k=0}^{m} \sum_{r=0}^{k}\binom{k}{r}\binom{m}{k} \alpha_{m-k} N^{r}(1-n)^{k-r} \\
& \times\left[x^{\alpha r+\beta} \frac{\Gamma(\alpha r+1)}{\Gamma(\beta+\alpha r+1)}-\frac{x^{\alpha r+\beta}}{\Gamma(\beta)} \mathbf{B}\left(\alpha r+1, \beta ; \frac{1}{x}\left(\frac{n-1}{N}\right)^{1 / \alpha}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
W(x)= & \sum_{k=0}^{m} \sum_{r=0}^{k}\binom{k}{r}\binom{m}{k} \alpha_{m-k} N^{r}(1-n)^{k-r} \\
& \times\left[x^{\alpha r+\beta} \frac{\Gamma(\alpha r+1)}{\Gamma(\beta+\alpha r+1)}-\frac{x^{\alpha r+\beta}}{\Gamma(\beta)} \mathbf{B}\left(\alpha r+1, \beta ; \frac{1}{x}\left(\frac{n}{N}\right)^{1 / \alpha}\right)\right] .
\end{aligned}
$$

Proof of Theorem 1. We define the unit step function $\mu_{c}$ as

$$
\mu_{c}(x)= \begin{cases}1, & x \geq c \\ 0, & x<c\end{cases}
$$

and we obtain from Equation (1)

$$
b_{n m}^{\alpha}(x)=\beta\left(N x^{\alpha}-n+1\right)\left(\mu_{\left.\left(\frac{n-1}{N}\right)^{1 / \alpha}(x)-\mu_{\left(\frac{n}{N}\right)^{1 / \alpha}}(x)\right) .} .\right.
$$

Using the definition of the Bernoulli polynomials defined in Equation (6), we obtain the following result

$$
\begin{equation*}
b_{n m}^{\alpha}(x)=\sum_{k=0}^{m} \sum_{r=0}^{k}\binom{m}{k}\binom{k}{r} \alpha_{m-k} N^{r} x^{r \alpha}(1-n)^{k-r}\left(\mu_{\left(\frac{n-1}{N}\right)^{1 / \alpha}}(x)-\mu_{\left(\frac{n}{N}\right)^{1 / \alpha}}(x)\right) . \tag{8}
\end{equation*}
$$

Using Equation (1) in Equation (8), we obtain

$$
\begin{align*}
I^{\beta} b_{n m}^{\alpha}(x)= & \sum_{k=0}^{m} \sum_{r=0}^{k}\binom{k}{r}\binom{m}{k} \alpha_{m-k} N^{r}(1-n)^{k-r} \\
& \times\left(I^{\beta}\left(x^{\alpha r} \mu_{\left(\frac{n-1}{N}\right)^{1 / \alpha}}(x)\right)-I^{\beta}\left(x^{\alpha r} \mu_{\left(\frac{n}{N}\right)^{1 / \alpha}}(x)\right)\right) . \tag{9}
\end{align*}
$$

By using the incomplete beta function defined at (4), we obtain

$$
\begin{equation*}
I^{\beta}\left(x^{\alpha} \mu_{c}(x)\right)=x^{\alpha+\beta} \frac{\Gamma(\alpha+1)}{\Gamma(\beta+\alpha+1)}-\frac{x^{\alpha+\beta}}{\Gamma(\beta)} \mathbf{B}\left(\alpha+1, \beta ; \frac{c}{x}\right) . \tag{10}
\end{equation*}
$$

We prove the theorem by introducing in Equation (9) the result obtained in (10).

## 4. The Numerical Method and Error Analysis

The study in this paper is performed for the Riccati fractional differential equation, which is represented mathematically as follows

$$
\begin{equation*}
a(x) D^{\beta} f(x)+b(x) f(x)+c(x) f^{2}(x)=g(x), \quad 0 \leq x \leq 1, \tag{11}
\end{equation*}
$$

with $a(x), b(x), c(x)$ and $g(x)$ continuous functions on $[0,1]$.
The equation is conditioned by

$$
f^{(m)}(0)=f_{m}, \quad m=0,1, \ldots[\beta]-1,
$$

where $f_{m}$ s are constants.
We expand Caputo's fractional derivative by the hybrid functions as

$$
\begin{equation*}
D^{\beta} f(x)=C^{\mathrm{T}} B^{\alpha}(x) \tag{12}
\end{equation*}
$$

and by using the proposition described at (2) and Equation (7), we obtain

$$
\begin{equation*}
f(x)=C^{\mathrm{T}} \bar{B}^{\alpha}(x, \beta)+\sum_{k=0}^{l-1} \frac{f^{(k)}(0) x^{k}}{k!}, \quad l=[\beta] \tag{13}
\end{equation*}
$$

and from Equations (11)-(13), we obtain

$$
\begin{aligned}
g(x)= & a(x) C^{T} B^{\alpha}(x)+b(x)\left(C^{\mathrm{T}} \bar{B}^{\alpha}(x, \beta)+\sum_{k=0}^{l-1} \frac{f^{(k)}(0) x^{k}}{k!}\right) \\
& +c(x)\left(C^{\mathrm{T}} \bar{B}^{\alpha}(x, \beta)+\sum_{k=0}^{l-1} \frac{f^{(k)}(0) x^{k}}{k!}\right)^{2} .
\end{aligned}
$$

In order to obtain a number of algebraic equations using Newton's iterative method to solve these equations for the vector $C$, which is unknown, we have to collocate them in the Newton-Cotes nodes, described as

$$
\begin{equation*}
x_{i}=\left(\frac{i+1}{2 N(M+1)}\right)^{1 / \alpha}, \quad i=0,1, \cdots 2 N(M+1)-2 \tag{14}
\end{equation*}
$$

The result gives a number of $N(M+1)$ algebraic equations.
In the latter part of this section, we describe how the approximation of a function with regard to the FOHBPB converges. When $\infty$ is approached by $N$ or $M$, we find that $f_{\hat{m}}$ converges to $f(x)$.

Theorem 2. Let $D^{i \alpha} \in C(0,1], i=0, \ldots, M, \hat{m}=N(M+1)$ and $Y_{m}^{\alpha}=\left\{\beta_{0}^{\alpha}(x), \beta_{1}^{\alpha}(x)\right.$, $\left.\ldots \beta_{M-1}^{\alpha}(x)\right\}$. The upper bound of error of the solution $f_{\hat{m}}(x)$ by using the FOHBPB on the interval $[0,1]$, when the closest approximation of $f(x)$ is $f_{M}(x)$ out of $Y_{m}^{\alpha}$ on the interval $\left(\left(\frac{n-1}{N}\right)^{1 / \alpha},\left(\frac{n}{N}\right)^{1 / \alpha}\right]$, would be obtained as follows in $[55,56]$

$$
\begin{equation*}
\left\|f-f_{\hat{m}}\right\|_{L^{2}[0,1]} \leq \frac{\sup _{x \in(0,1]}\left|D^{M \alpha+\alpha} f(x)\right|}{\Gamma(M \alpha+\alpha+1) \sqrt{2 M \alpha+2 \alpha+1}} \tag{15}
\end{equation*}
$$

Remark 1. The number $N$, which represents the multitude of regarded intervals, and $M$, which represents the number in each subinterval $I_{n}^{\alpha}=\left(\left(\frac{n-1}{N}\right)^{1 / \alpha},\left(\frac{n}{N}\right)^{1 / \alpha}\right]$ of elements of the basis, constitute two degrees of freedom. Hence, if we consider an infinite number of intervals and $M$ is constant, we obtain

$$
\left|I_{n}^{\alpha}\right|=\left|\left(\frac{n-1}{N}\right)^{1 / \alpha}-\left(\frac{n}{N}\right)^{1 / \alpha}\right| \rightarrow 0
$$

which leads to

$$
\lim _{N \rightarrow \infty}\left\|f-f_{\hat{m}}\right\|_{L^{2}[0,1]}=0 .
$$

However, if $N$ is fixed and we consider an infinite number in each subinterval of elements of the basis, the resulting form of Equation (15) is

$$
\lim _{M \rightarrow \infty}\left\|f-f_{\hat{m}}\right\|_{L^{2}[0,1]}=0 .
$$

## 5. Illustrative Example

Five examples are considered. The Mathematica version 11 package was used for all numerical calculations.

### 5.1. Example 1

We consider the following Riccati fractional differential equation [57]

$$
\begin{equation*}
D^{q} f(x)+f(x)-f^{2}(x)=0, \quad \text { for }, \quad 0<q \leq 1 \tag{16}
\end{equation*}
$$

subjected to $f(0)=\frac{1}{2}$. We know the solution when $q=1$, having the following expression

$$
f(x)=\frac{1}{1+e^{x}} .
$$

We solve the present problem using $M=3$ and $N=5$. Consequently, it is presented how we expand into fractional-order hybrid functions the Caputo fractional derivative

$$
\begin{equation*}
D^{q} f(x)=C^{T} B^{\alpha}(x) \tag{17}
\end{equation*}
$$

and using this result, together with Equation (2), one obtains

$$
\begin{equation*}
f(x)=C^{T} \bar{B}^{\alpha}(x, q)+\frac{1}{2} \tag{18}
\end{equation*}
$$

By entering Equations (17) and (18) into Equation (16), we obtain

$$
\begin{equation*}
C^{T} B^{\alpha}(x)+C^{T} \bar{B}^{\alpha}(x, q)+\frac{1}{2}-\left(C^{T} \bar{B}^{\alpha}(x, q)+\frac{1}{2}\right)^{2}=0 . \tag{19}
\end{equation*}
$$

To determine the C constants in Equation (19), we use Newton's iterative method, placing the equation in the Newton-Cotes nodes given by the expressions

$$
x_{i}=\left(\frac{i+1}{2 N(M+1)}\right)^{1 / \alpha}, \quad i=0,1, \cdots 2 N(M+1)-2 .
$$

The result gives a number of $N(M+1)$ algebraic equations.
In Figure 1, we make a comparison regarding the absolute errors for $f(x)$ when $\alpha=1$ (purple) and $\alpha=2$ (blue), and we notice that our method improves the classical method by approximately 11 orders of magnitude. In Figure 2, we compare the exact and the approximate solutions for $q=1$ and $\alpha=2$, and we notice the perfect overlap of the two graphs.


Figure 1. Absolute errors for $f(x), \alpha=1$ (purple) and $\alpha=2$ (blue), for Example 1.


Figure 2. Exact and approximate solutions in Example 1, for $q=1$ and $\alpha=2$.

### 5.2. Example 2

Next, the following equation is considered

$$
D^{q} f(x)-x f(x)+2 f^{2}(x)=g(x), \quad \text { where } \quad 0<q \leq 1, \quad 0 \leq x \leq 1
$$

and

$$
\begin{aligned}
g(x)= & -x^{9}+2 x^{16}+3 x^{5+q / 2}-12 x^{12+q / 2}+\frac{81}{8} x-\frac{9}{4} x^{1+q}+27 x^{8+q}-27 x^{4+3 q / 2} \\
& +\frac{40320}{\Gamma(9-q)} x^{8-q}-\frac{3 \Gamma(5+q / 2)}{\Gamma(5-q / 2)} t^{4-q / 2}+\frac{9 \Gamma(1+q)}{4}
\end{aligned}
$$

which is subjected to the initial condition $f(0)=0$.
This problem admits the exact solution, which is given by the expression

$$
f(x)=x^{8}-3 x^{4+q / 2}+\frac{9}{4} x^{q}
$$

We solve the problem for $N=1$ and $M=8$, with $\alpha=q$. Through

$$
D^{q} f(x)=C^{T} B^{\alpha}(x)
$$

we obtain

$$
f(x)=C^{T} \bar{B}^{\alpha}(x, q)
$$

and these results entered into Equation (20) give

$$
\begin{equation*}
C^{T} B^{\alpha}(x)-x C^{T} \bar{B}^{\alpha}(x, q)+2\left(C^{T} \bar{B}^{\alpha}(x, q)\right)^{2}=g(x) . \tag{20}
\end{equation*}
$$

Collocating Equation (20) at Newton-Cotes nodes, we obtain a system of algebraic equations, and the solution of this system gives the constants $C$. For this setup, we obtain the exact solution when $\alpha=q$. In Figure 3, we graphically represent the numerical solution for $q=\alpha=0.7$ (dashed, opal), $q=\alpha=0.8$ (dotted, brown), $q=\alpha=0.9$ (dashed-dotted, blue), and $q=\alpha=1$ (continuous, purple).


Figure 3. $f(x)$ with $q=\alpha$, where $q=0.7$ (dashed), $q=0.8$ (dotted), $q=0.9$ (dashed-dotted), and exact solution $q=1$ (continuous), for Example 2 .

### 5.3. Example 3

We consider the following example [57-59]

$$
D^{q} f(x)=1-f^{2}(x), \quad \text { for } \quad 0<q \leq 1, \quad 0 \leq x \leq 1,
$$

and

$$
f(0)=0 .
$$

In the case $q=1$, the exact solution is known

$$
f(x)=\tanh x
$$

We solve this problem with $N=1$ and $M=11$. We compare the absolute errors of the exact solution obtained by our method with other methods with the same dimension of the base, in Table 1. In Figure 4, we represent the approximate solutions $f(x), \alpha=q$, with $q=0.7$ (dashed), $q=0.8$ (dotted), $q=0.9$ (dashed-dotted), and exact solution $q=1$ (continuous).

Table 1. Absolute errors for $N=1$ and $M=11, q=1, \alpha=2$ in Example 3.

| $\boldsymbol{x}$ | Method [49] | Method [50] | Method [33] | This Method |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | $1.1 \times 10^{-8}$ | $3.2 \times 10^{-7}$ | $2.7 \times 10^{-10}$ | $3.4 \times 10^{-11}$ |
| 0.4 | $5.4 \times 10^{-6}$ | $5.0 \times 10^{-6}$ | $2.5 \times 10^{-10}$ | $2.9 \times 10^{-11}$ |
| 0.6 | $1.9 \times 10^{-4}$ | $1.9 \times 10^{-4}$ | $2.1 \times 10^{-10}$ | $2.4 \times 10^{-11}$ |
| 0.8 | $2.3 \times 10^{-3}$ | $2.3 \times 10^{-3}$ | $2.9 \times 10^{-10}$ | $1.8 \times 10^{-11}$ |
| 1.0 | $1.6 \times 10^{-2}$ | $1.6 \times 10^{-2}$ | $6.8 \times 10^{-8}$ | $1.5 \times 10^{-11}$ |



Figure 4. $f(x)$, where $q=0.7$ (dashed), $q=0.8$ (dotted), $q=0.9$ (dashed-dotted), and exact solution $q=1$ (continuous), with $\alpha=0.5$, for Example 3 .

### 5.4. Example 4

In this example, we solve the equation $[22,59]$

$$
D^{q} f(x)=\left(\frac{x^{q+1}}{\Gamma(q+2)}\right)^{2}+x-f^{2}(x), \quad 0<q \leq 1, \quad 0 \leq x \leq 1
$$

with

$$
f(0)=0 .
$$

The solution of this equation is

$$
f(x)=\frac{x^{q+1}}{\Gamma(q+2)} .
$$

In order to solve this example, we consider $N=1$ and $M=4$, with $\alpha=0.5$. The comparison between our results and the results in [22] for a four-dimensional base are
presented in Table 2. The absolute errors for $f(x)$ for $\alpha=1$ (purple) and $\alpha=2$ (blue) are represented in Figure 5. In conclusion, for this equation, the fractional method is more efficient than the ordinary method. In Figure 6, we represent the approximate solutions for $f(x)$ with $\alpha=q$, with $q=0.7$ (dashed), $q=0.8$ (dotted), $q=0.9$ (dashed-dotted), and exact solution $q=1$ (continuous).

Table 2. Absolute errors for $N=1$ and $M=4, \alpha=0.5$ in Example 4.

| $\boldsymbol{x}$ | Method [22] <br> $\boldsymbol{q}=\mathbf{0 . 5}$ | This Method <br> $\boldsymbol{q}=\mathbf{0 . 5}$ | Method [22] <br> $\boldsymbol{q}=\mathbf{0 . 8}$ | This Method <br> $\boldsymbol{q}=\mathbf{0 . 8}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $8.4 \times 10^{-10}$ | 0 | $5.0 \times 10^{-5}$ | 0 |
| 0.1 | $1.4 \times 10^{-9}$ | $6.9 \times 10^{-18}$ | $6.9 \times 10^{-6}$ | $8.6 \times 10^{-18}$ |
| 0.2 | $1.7 \times 10^{-9}$ | $1.3 \times 10^{-17}$ | $4.6 \times 10^{-6}$ | $6.9 \times 10^{-18}$ |
| 0.3 | $2.0 \times 10^{-8}$ | 0 | $4.3 \times 10^{-6}$ | $1.3 \times 10^{-17}$ |
| 0.4 | $1.5 \times 10^{-8}$ | $2.7 \times 10^{-17}$ | $4.2 \times 10^{-6}$ | 0 |
| 0.5 | $1.1 \times 10^{-8}$ | $5.5 \times 10^{-17}$ | $3.4 \times 10^{-5}$ | 0 |
| 0.6 | $9.0 \times 10^{-9}$ | 0 | $3.1 \times 10^{-5}$ | 0 |
| 0.7 | $7.5 \times 10^{-9}$ | 0 | $3.3 \times 10^{-5}$ | $5.5 \times 10^{-17}$ |
| 0.8 | $7.0 \times 10^{-9}$ | 0 | $5.3 \times 10^{-5}$ | $5.5 \times 10^{-17}$ |
| 0.9 | $7.8 \times 10^{-9}$ | $2.2 \times 10^{-16}$ | $1.3 \times 10^{-4}$ | 0 |
| 1 | $1.0 \times 10^{-8}$ | $1.1 \times 10^{-16}$ | $3.6 \times 10^{-4}$ | 0 |



Figure 5. The absolute errors for $f(x)$ for $\alpha=1$ (purple) and $\alpha=2$ (blue), for Example 4.


Figure 6. $f(x)$, where $q=0.7$ (dashed), $q=0.8$ (dotted), $q=0.9$ (dashed-dotted), and exact solution $q=1$ (continuous), with $\alpha=q$, for Example 4 .

### 5.5. Example 5

In this example, we solve the following problem [51]

$$
D^{q} f(x)+f(x)+f^{2}(x)=\left(E_{q}\left(-x^{q}\right)\right)^{2}, \quad x \in(0,1), \quad 0<\alpha<1
$$

with

$$
f(0)=1 .
$$

The problem has exact solution

$$
f(x)=E_{q}\left(-x^{q}\right),
$$

where $E_{q}(x)$ is the Mittag-Leffler function that has the following definition

$$
E_{q}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(q k+1)} .
$$

We solve this example considering $N=1$ and $M=16$, with $\alpha=q$. The comparison between our results and results [51] with 25 basis elements is presented in Table 3. In Figure 7, we compare the absolute errors for $f(x)$ with $N=1$ and $M=4$ when $\alpha=0.5$ (purple) and $\alpha=1$ (blue), and in Figure 8, we plot the approximate solutions for $f(x)$, $\alpha=q$, with $q=0.25$ (dashed), $q=0.5$ (dotted), $q=0.75$ (dashed-dotted), and $q=0.95$ (continuous).

Table 3. Absolute errors for $N=1$ and $M=16, \alpha=q$ in Example 5.

| $\alpha$ | Method [51] | This Method |
| :---: | :---: | :---: |
| 0.25 | $1.7 \times 10^{-11}$ | $4.2 \times 10^{-12}$ |
| 0.50 | $9.3 \times 10^{-12}$ | $1.2 \times 10^{-13}$ |
| 0.75 | $7.4 \times 10^{-12}$ | $1.3 \times 10^{-13}$ |
| 0.95 | $3.2 \times 10^{-14}$ | $1.1 \times 10^{-14}$ |



Figure 7. The absolute errors for $f(x)$ for $\alpha=0.5$ (purple) and $\alpha=1$ (blue), for Example 5 .


Figure 8. $f(x)$, where $q=0.25$ (dashed), $q=0.5$ (dotted), $q=0.75$ (dashed-dotted), and $q=0.95$ (continuous), with $\alpha=q$, for Example 5.

## 6. Conclusions

In this paper, new functions called fractional-order hybrid functions of block-pulse and Bernoulli polynomials based on Bernoulli polynomials and block functions have been defined. Moreover, we have determined the fractional-order integration and derivative formulas of the fractional-order hybrid functions. Furthermore, making use of the mentioned collocation method and employing the fractional integration operational matrix, we were able to make approximations concerning the solution of the linear and nonlinear initial value problems, which are subjected to a fractional-order $q$. The benefits of this method are noticeable in Figures 1 and 2: in Figure 1, we illustrate the absolute errors when $\alpha=1$ and $\alpha=2$, reflecting the accuracy of the solutions obtained from the system of algebraic equations, and in Figure 2, we compare the exact and approximate solution for $\alpha=2$ and
$q=1$. As a result, we observe that the fractional method is of high accuracy, as, for $\alpha=2$, the absolute error is minimal.

This method consists of the derived Riemann-Liouville fractional integral operator applied for the fractional-order Bernoulli polynomials. The final form of the modified polynomials has a dependency of the incomplete beta function defined in Equation (4). Using this fractional integral operator and the Newton-Cotes nodes for collocation, we determine a system of $N(M+1)$ algebraic equations. In order to solve these equations, we have to use Newton's iterative method.

Following the direct derivation of the Riemann-Liouville fractional integral operator for a hybrid of block-pulse functions and Bernoulli polynomials, as presented in [46-48], the advantages become apparent. This operator is used to reduce to the solution of algebraic equations the solution of the FDEs and systems of FDEs, which helps to solve problems found in engineering and multiple other areas of science.

We considered five examples that clearly indicate the advantages of the current method and illustrate its efficiency. The illustrative examples point towards the conclusion that the presented method is more efficient than the ordinary one. For example, in Figure 5, we present the absolute errors for $f(x)$ with $\alpha=1$ and $\alpha=2$. Similarly to Example 1, the greater $\alpha$ is, the lower the absolute errors are, which clearly shows the benefits. In correlation to Figure 5, we plotted the approximate solutions shown in Figure 6 when $\alpha=q$, with $q$ taking different values, for $N=1$ and $M=4$. The result indicates that the solutions, based on the necessary approximations, lead to the ordinary solution, being consequently convergent. Figure 3, corresponding to Example 2, also shows that the approximate solutions converge to the ordinary one, thus emphasizing the accuracy of the fractional method.

In Example 3, we show the accuracy of the fractional method, for $N=1$ and $M=11$. Table 1 compares the results of our method with methods [33,49,50]. The accuracy of this method is less than $3.4 \times 10^{-15}$, whereas the other methods present accuracies of $1.6 \times 10^{-2}$, $3.2 \times 10^{-6}$ and $2.9 \times 10^{-10}$, respectively. Table 2, corresponding to Example 4, compares the results of method [22] with our method. Our results have an error of less than $2.2 \times 10^{-16}$ and $5.5 \times 10^{-17}$, compared to errors such as $2.0 \times 10^{-8}$ and $3.6 \times 10^{-4}$ when $q=0.5$ and $q=0.8$, thus indicating that the present method has a higher grade of accuracy than those cited. In the last example, Table 3 shows that our results are of higher accuracy compared to the results determined in [51]. The results obtained with the present method are very accurate, generating errors of less than $10^{-11}$ in Examples 1 and 3,10 $0^{-17}$ in 4, and $10^{-12}$ in 5 .

The numerical method associated with this paper is simple and does not require high complexity in programming. After obtaining these equations, we collocate them in the Newton-Cotes nodes, resulting in a number of $N(M+1)$ algebraic equations. Using Newton's iterative method, we solve these equations for the vector $C$.
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