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Abstract: A finite element scheme for solving a two-timescale Hadamard time-fractional equation is
discussed. We prove the error estimate without assuming the smoothness of the solution. In order to
invert the fractional order, a finite-element Levenberg–Marquardt method is designed. Finally, we
give corresponding numerical experiments to support the correctness of our analysis.
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1. Introduction

Fractional differential equations have been shown to provide a competitive means
in modeling long-time interactions, physics and engineering, see, for instance, [1–17].
Compared to classical integer-order differential equations, the fractional equations provide
a more desired descriptions of the diffusion due to the nature of the fractional operators.
In particular, time-fractional partial differential equations are typically applied to model
subdiffusion phenomena.

In this paper, we study a two-timescale Hadamard time-fractional diffusion equation
which may describe the superslow diffusion as

∂tu + κ(t) H
a Dα

t u− ∆u = f (x, t), (x, t) ∈ Ω× (a, T];

u(x, a+) = ua(x), x ∈ Ω; u(x, t) = 0, (x, t) ∈ ∂Ω× [a, T].
(1)

Here ∂tu denotes the first derivative with respect to time, x := (x1, x2, · · · , xd)
> and the

Hadamard fractional derivative is defined by [18–20]

H
a Dα

t f (t) =
1

Γ(1− α)

∫ t

a

(
log

t
s

)−α
f ′(s)ds

This model can simulate strongly anomalous diffusion [21–23], which means the mean
square displacement of the model has the following form

< u(t)2 >∝ logµ t, µ > 0. (2)

An outline of our paper is as follows: We present some preliminaries and some
notations in Section 2. In Section 3, we derive a finite element method for solving model
problem (1) and present some numerical results to substantiate the mathematical and
numerical analyses. In Section 4, we develop a finite-element Levenberg–Marquardt
method to obtain the fractional order and give some numerical examples to show the utility
of our method. We end this paper by giving a conclusion in the final section.
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2. Preliminaries

We suppose that the domain Ω is a simply connected bounded domain and
Ω ⊂ Rd(d = 1, 2, 3). We introduce the following notations and the corresponding norms:

‖w‖C(I) := sup
t∈I
|w(t)|, ‖w‖Cm(I) := max

0≤n≤m
‖Dnw‖C(I).

The Sobolev space Hr(Ω) with fractional index r is defined in [24,25]. Let
Ḣ2(Ω) := H2(Ω) ∩H1

0(Ω) and Ḣr(Ω) :=
[
L2(Ω), Ḣ2(Ω)

]
r/2, 0 ≤ r ≤ 2, be the complex

interpolation space [25]. Then, Ḣ0(Ω) = L2(Ω) and Ḣ1(Ω) = H1
0(Ω). The definition of

the fractional Laplacian is given by [26,27]

(−∆)sw(x) =
C(d, s)

2

∫
Ω

2w(x)− w(x + y)− w(x− y)
|y|n+2s dy, s ∈ (0, 1), (3)

where C(d, s) is a dimensional constant. Let the operator L := −∆, then the solutions
{ϕi}∞

i=1 of the following problem

Lϕi(x) = λi ϕi(x), x ∈ Ω;

ϕi(x) = 0, x ∈ ∂Ω;
(4)

constitute a basis [26]. We give the definition of the fractional Sobolev spaces [10,28]

Ȟr(Ω) :=
{

w ∈ L2(Ω) : |v|2Ȟr :=
(
(−∆)rw, w

)
=

∞

∑
i=1

λr
i (w, ϕi)

2 < ∞
}

and the corresponding norm

‖w‖Ȟr(Ω) :=
(
‖w‖2

L2(Ω) + |w|
2
Ȟγ(Ω)

)1/2.

The space Ȟr(Ω) ⊂ Hr(Ω) [10,24,28] and

Ȟr(Ω) =
{

w ∈ Hr(Ω) : (−∆)kw(x) = 0, x ∈ ∂Ω, k = 0, 1, . . . ,< r/2
}

Hence |w|Ȟr(Ω) and |w|Hr(Ω) are equivalent in Ȟr(Ω).
We cite some theoretical results of problem (1) in [29].

Theorem 1. Suppose κ(t) ∈ C[a, T], |κ(t)| ≤ κ∗ for t ∈ [0, T] and α ∈ (0, 1). If ua ∈ Ȟr+2(Ω),
f ∈ Hν(Ȟr(Ω)) with r > d/2 and ν > 1/2, then problem (1) has a solution u satisfying
u ∈ C1([a, T]; Ȟr(Ω)) and the following holds for G = G(α, ‖κ‖C[a,T], T)

‖u‖C1([a,T];Ȟs(Ω)) ≤ G
(
‖ua‖Ȟ2+s(Ω) + || f ||Hν(Ȟs(Ω))

)
, 0 ≤ s ≤ r.

Theorem 2. Suppose κ(t) ∈ C[a, T], |κ(t)| ≤ κ∗ for t ∈ [0, T] and α ∈ (0, 1). If ua ∈ Ȟ4+s(Ω),
f ∈ Hν(Ȟ2+s(Ω)) ∩H1+ν(Ȟs(Ω)) for some s ≥ 0 and ν > 1/2, u ∈ C2((a, T]; Ȟs(Ω)) and
the following estimate holds

‖u‖C2((a,T];Ȟs(Ω)) ≤ G
(

log
t
a

)−α(
‖ua‖Ȟ4+s(Ω) + ‖ f ‖Hν(Ȟ2+s(Ω)) + ‖ f ‖H1+ν(Ȟs(Ω))

)
,

with G = G
(
α, ‖κ‖C1[a,T], T

)
.

3. Analysis of a Finite Element Scheme

In this section, we give a finite element method for solving (1) and analyze the conver-
gence of the method.
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Given an integer N > 0. We discretize [a, T] by tn := a + n∆t for 0 ≤ n ≤ N with
∆t := T−a

N . First, we discretize ∂tu at t = tn by

∂tu(x, t) =
u(x, tn)− u(x, tn−1)

∆t
+

1
∆t

∫ tn

tn−1

∂ttu(x, t)(t− tn−1)dt

=: δtn u(x, tn) + En(x).
(5)

Next, we discretize H
a Dα

t u(x, t) at time t = tn by

H
a Dα

t u(x, tn)

=
1

Γ(1− α)

n

∑
k=1

[ ∫ tk

tk−1

tkδtk u(x, t)
(log tn − log t)α

dt
t
+
∫ tk

tk−1

(t∂tu− tkδtk u)(x, t)
(log tn − log t)α

dt
t
]

=: δα
tn u(x, tn) + Rn(x).

(6)

where

δα
tn u(x, tn)

:=
1

Γ(2− α)

n

∑
k=1

tk
[
(log tn − log tk−1)

1−α − (log tn − log tk)
1−α
]
δtk u(x, tk)

=
1

Γ(2− αl)

n

∑
k=1

bn,k
(
u(x, tk)− u(x, tk−1)

)
,

Rn :=
n

∑
k=1

Rn,k :=
1

Γ(1− α)

n

∑
k=1

∫ tk

tk−1

(
t∂tu− tkδtk u

)
(x, t)

(log tn − log t)α

dt
t

The coefficients bn,k for 1 ≤ k ≤ n ≤ N are given by

bn,k := tk
(log tn − log tk−1)

1−α − (log tn − log tk)
1−α

∆t
,

which have the properties [30]

bn,n > bn,n−1 > · · · > bn,k > . . . bn,1 > 0.

In order to estimate the finite element error, we introduce the following Ritz projection
Ph : H1

0(Ω)→ Sh(Ω) [31] and Sh(Ω) ⊂ H1
0(Ω)(

∇(ω−Phω),∇v
)
= 0, ∀v ∈ Sh(Ω), for ω ∈ H1

0(Ω)

and the corresponding error∥∥ω−Phω
∥∥

L2(Ω)
≤ Gh2‖ω‖H2(Ω), ∀ ω ∈ H2(Ω) ∩H1

0(Ω). (7)

Let un := u(x, tn). We multiply Equation (1), incorporated with (5) and (6), by w ∈ H1
0(Ω).

We give the weak form for (1) at t = tn for n = 1, · · · , N(
δtn un, w

)
+
(
∇un,∇w

)
+ κ(tn)

(
δα

tn un, w
)

= ( f (·, tn), w)− k(tn)
(

Rn, w
)
− (En, w).

We throw away the local truncation errors to arrive at a finite element scheme for (1):(
δtn un, w

)
+
(
∇un,∇w

)
+ κ(tn)

(
δα

tn un, w
)

= ( f (·, tn), w)− k(tn)
(

Rn, w
)
− (En, w), w ∈ Sh, n = 1, · · · , N.

(8)
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3.1. Analysis of Truncation Errors

We bound the errors En and Rn defined in (5) and (6), respectively, in this subsection.

Theorem 3. Let the assumptions of Theorem 2 be satisfied. Then, we have the estimates for
n = 1, 2, . . . , N

‖En‖L2(Ω) ≤ GG0n−αNα−1, ‖Rn‖L2(Ω) ≤ GG0n−αNα−1. (9)

Here, G0 = ‖ua‖Ȟ4 + ‖ f ‖Hγ(Ȟ2(Ω)) + ‖ f ‖H1+γ(L2(Ω)) for some γ > 1/2.

Proof of Theorem 3. We use Theorem 2 to bound En by

‖En‖L2(Ω) ≤
GG0

∆t

∫ tn

tn−1

(
log

t
a
)−α

(t− tn−1)dt ≤ GG0

∫ tn

tn−1

(
log

t
a
)−αdt

≤ GG0T
∫ tn

tn−1

(
log

t
a
)−α dt

t
=

GG0T
1− α

(
(log

tn

a
)1−α − (log

tn−1

a
)1−α

)
=

GG0T
1− α

[(
log(1 +

n(T − a)
Na

)
)1−α −

(
log(1 +

(n− 1)(T − a)
Na

)
)1−α],

(10)

We use the Taylor expansion theorem

log(1 + θ) = θ − θ2

2!
+

θ3

3!
+ · · · ,

to estimate (10) by

‖En‖L2(Ω) ≤
GG0T
1− α

[(
log(1 +

n(T − a)
Na

)
)1−α −

(
log(1 +

(n− 1)(T − a)
Na

)
)1−α]

≤ GG0T
1− α

[( n
N
)1−α −

(n− 1
N

)1−α] ≤ GG0T
1− α

n−αNα−1.

Next, we bound Rn,1 in (5)

‖Rn,1‖L2(Ω) ≤
∥∥∥∥ ∫ t1

a
(log tn − log t)−α

[
‖t∂tu‖L2(Ω) +

t1

∆t

∫ t1

a
‖∂tu(·, s)‖L2(Ω)ds

]
dt
t

∥∥∥∥
≤ GG0T

∫ t1

a
(log tn − log t)−α dt

t
=

GG0T
1− α

[(
log(

tn

a
)
)1−α −

(
log(

tn

t1
)
)1−α

]

≤


GG0T
1− α

(
log(

t1

a
)
)1−α, n = 1,

GG0T
1− α

(
log(

tn

t1
)
)−α(

log t1 − log a
)
≤ GG0(n− 1)−α

N1−α
, n > 1.

We use the fact that for t ∈ [tn−1, tn]

‖t∂tu− tnδtn u‖L2(Ω) ≤ ‖t∂tu− tn∂tu‖L2(Ω) + ‖tn∂tu− tnδtn u‖L2(Ω)

≤ |t− tn|‖∂tu‖L2(Ω) + tn‖∂tu− δtn u‖L2(Ω)

≤ ∆tGG0 + GG0T∆t‖utt‖L2(Ω)

≤ GG0T∆t
(

log(
tn−1

a
)
)−α
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to bound Rn,n for n ≥ 2 by

∥∥Rn,n
∥∥

L2(Ω)
≤ G‖u‖C2([tn−1,tn ];L2(Ω))∆t

∫ tn

tn−1

(log tn − log t)−α dt
t

≤ GG0
(

log
tn−1

a
)−α∆t

(
log

tn

tn−1

)1−α

≤ GG0(n− 1)−α

N−α

1
N2−α

≤ GG0n−α

N2−α−α
≤ GG0

n−α

N1−α
.

We bound Rn below (5) for n ≥ 3 as follows∥∥∥∥∥ n−1

∑
k=dn/2e+1

Rn,k

∥∥∥∥∥
L2(Ω)

≤ G
n−1

∑
k=dn/2e+1

‖u‖C2([tk−1,tk ];L2)
∆t
∫ tk

tk−1

(log tn − log t)−α dt
t

≤ GG0
(

log
tdn/2e

a
)−α∆t

∫ tn−1

tdn/2e
(log tn − log t)−α dt

t

≤ GG0
(

log
tn

a
)−α∆t

(
log

tn

a
)1−α

≤ GG0

( n
N

)−α 1
N

( n
N

)1−α
≤ GG0

n

( n
N

)2−α−α
,

∥∥∥∥∥ dn/2e

∑
k=2

Rn,k

∥∥∥∥∥
L2(Ω)

≤ G
dn/2e

∑
k=2
‖u‖C2([tk−1,tk ];L2(Ω))∆t

∫ tk

tk−1

(log tn − log t)−α dt
t

≤ GG0

dn/2e

∑
k=2

(
log

tk
a
)−α∆t(log

tn

tk−1
)1−α − (log

tn

tk
)1−α)

≤ GG0

dn/2e

∑
k=2

(
log

tk
a
)−α∆t(log

tn

tk
)−α(log

tk
tk−1

)

≤ GG0

dn/2e

∑
k=2

k−αn−α

N2−α−α
≤ GG0

n

( n
N

)2−α−α
.

Furthermore, we incorporate the estimates above to derive

GG0

n

( n
N

)2−α−α
= GG0

n−α

N1−α

n1−α

N1−α
≤ GG0

n−α

N1−α

to obtain the estimate in (9).

Theorem 4. Let η(x, t) := (I − Ph)u(x, t). Suppose that the assumptions of Theorem 2 are
satisfied, then we have

‖δtn ηn‖L2(Ω) +
∥∥δα

tn ηn
∥∥

L2(Ω)
≤ GG0h2, 1 ≤ n ≤ N.

Proof of Theorem 4. We apply (7) to obtain

∥∥δtn ηn
∥∥

L2(Ω)
=

1
∆t

∥∥∥∥(I−Ph)
∫ tn

tn−1

∂tu(x, t)dt
∥∥∥∥

L2(Ω)

≤ Gh2‖u‖C1([a,T];H2(Ω)),

∥∥δα
tn ηn

∥∥
L2(Ω)

=
1

Γ(2− α)

∥∥∥ n

∑
k=1

bn,k(I−Ph)
∫ tn

tn−1

∂tu(x, t)dt
∥∥∥

L2(Ω)

≤ G∆th2‖u‖C1([a,T];H2(Ω))

n

∑
k=1

bn,k ≤ Gh2‖u‖C1([a,T];H2(Ω)).
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3.2. Analysis of the Finite Element Method

We give the following error estimate of the finite element method (8), which could be
proved by similar techniques as in Theorem 4.3 from [17], and interested readers can see
the proof for more details.

Theorem 5. Let the assumptions of Theorem 2 be satisfied, then we have the following results

‖uh − u‖L∞(a,T;L2(Ω)) := max
1≤n≤N

‖uh,n − un‖L∞(L2(Ω)) ≤ GG0
(
∆t + h2).

3.3. Numerical Experiments of the Finite Element Method

We give some numerical examples to justify our numerical analysis above.

Example 1. Let Ω = (0, 1), [a, T] = [1, 1.2], κ(t) = 1, ua(x) = sin(2πx) and f (x, t) = 0,
and select the numerical solution û with N = 210 and h = 1/32 to be a reference solution. We plot
the first-order time difference quotient δtn uh,n(1/4, tn) in Figure 1. It is clear that the temporal
derivative of the solution exhibits a singular behavior near the initial time, which gets stronger as α
increases. These findings numerically satisfy Theorem 2.

1 1.02 1.04 1.06 1.08 1.1 1.12 1.14 1.16 1.18 1.2

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

Figure 1. Plots of δtn uh,n(
1
4 , tn): α = 0.1, 0.5, 0.9.

Example 2. Let Ω = (0, 1)2, [a, T] = [1, 2], ua(x) = 0 and κ(t) = 1. The exact solution to
problem (1) is chosen to be u = (log t)2−α sin(2πx) sin(2πy) and f is calculated accordingly. We
measure the convergence rates κ (temporal rate) and γ (spatial rate) by

max
1≤n≤N

‖un − uh,n‖L2(Ω) ≤ Q(N−rt + M−rs).

The numerical results listed in Tables 1 and 2 show that the finite element method retains a first-order
accuracy in time and a second-order accuracy in space as proved in Theorem 5.

Table 1. Temporal convergence orders under different α.

α = 0.1 α = 0.5 α = 0.9

N M = 210 rt M = 210 rt M = 210 rt

32 4.61 × 10−5 2.12 × 10−5 8.64 × 10−5

64 2.27 × 10−5 1.02 1.11 × 10−5 0.94 4.19 × 10−5 1.04
128 1.13 × 10−5 1.01 5.79 × 10−6 0.94 2.07 × 10−5 1.02
256 5.64 × 10−6 1.00 2.97 × 10−6 0.97 1.03 × 10−5 1.01

Table 2. Spatial convergence orders under different α.

α = 0.1 α = 0.5 α = 0.9

M N = 212 rs N = 212 rs N = 212 rs

8 7.54 × 10−4 1.55 × 10−3 2.00 × 10−3

16 1.93 × 10−4 1.97 2.69 × 10−4 1.97 5.11 × 10−4 1.97
32 4.85 × 10−5 1.99 6.77 × 10−5 1.99 1.28 × 10−4 2.00
64 1.22 × 10−5 2.00 1.69 × 10−5 2.00 3.10 × 10−5 2.04
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4. An Inversion Algorithm to Evaluate the Fractional Order α

In many practical scenario problems, the fractional order α in model problem (1) is not
clear. Therefore, we must use physical experiments to obtain the data.

4.1. L–M Regularization Method

We discuss an algorithm to simulate the fractional order α with the help of the finite
element method (8) as follows: given the observation data {θi}N

i=1, the goal of the parameter
identification of α is to find αinv satisfying

αinv = arg min
α∈(0,1)

F (α) :=
1
2

N

∑
i=1

(
u(xi, T; α)− θi

)2. (11)

In order to solve minimization problem (11), one can use an iterative algorithm such
as Newton’s method. We used the first and second derivatives of the function F (α) for
minimizing (11)

αk+1 = αk −
F ′(αk)

F ′′(αk)
, (12)

Here, k represents the kth iteration. Actually, relation (12) is equivalent to solving

αk+1 = αk − (J>k Jk)
−1J>k rk, (13)

where rk = (r1, r2, · · · , rN)
> and ri = u(xi, T; α)− θi

Jk =

(
∂u(x1, T; α)

∂α
, · · · ,

∂u(xN , T; α)

∂α

)>
∈ RN . (14)

We note that, in order to calculate the derivative ∂u(xi ,T;α)
∂α , we can use the finite difference

approximation
u(xi, T; α + δ)− u(xi, T; α)

δ

with a small δ to approximate the derivatives. However, the Newton method may some-
times fail to work due to J>k Jk ≈ 0. Usually, for dealing with this problem, we can apply the
Levenberg–Marquardt algorithm to minimize (11) by

αk+1 = αk −
(

J>k Jk + γk

)−1
J>k rk, (15)

where γk is a positive penalty parameter. Thus, we give the program in Algorithm 1.

Algorithm 1 (A Levenberg–Marquardt Algorithm): Given the initial data, the boundary
information and the observation data θ.

1: For an initial guess α0 and ρ ∈ (0, 1), σ ∈ (0, 1
2 ), γ0 > 0 and a δ� 1 .

2: for k = 1, · · · , Iterations do
3: Solve model problem (1) corresponding to αk and αk + δ, respectively, to get

ur(·, T; αk) and ur(·, T; αk + δ).
4: Use formula (14) to calculate Jacobian Jk and J>k rk and update the search direction

dk := −
(

J>k Jk + γk

)−1
J>k rk.

5: Identify the search step ρm by the following Armijo rule:

F (αk + ρmdk) ≤ F (αk) + σρmdkJ>k rk.

6: If |ρmdk| ≤ tolerance, then stop and let αinv := αk. Otherwise update αk+1 := αk +
ρmdk, γk+1 := γk/2, and go to Step 3.

7: end for
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4.2. Numerical Experiment of the Finite Element Levenberg–Marquardt Method

Next, we ran some numerical examples to test the utility of the inverse method in
model problem (1). Let α∗ be the true order of model (1). Let α0 be an initial guess for the
optimization, αinv be the approximation order and “Iter” be the number of iterations. We
took the observation data θ to be the exact solution of the problem (1) at T with fractional
order α∗.

Test 1. In this test, we considered the data for the uncontaminated case.
Let κ(t) = 1, the exact solution can be chosen as

u(x, t) = (log t)2−α sin(2πx),

and the right-hand side can be computed accordingly. In Algorithm 1, we set ρ = 0.75, σ = 0.25,
δ = 10−4 and the tolerance as 10−10. We chose N = M = 100 in the finite element method
with different initial guesses α0 ∈ (0, 1) in the LM algorithm. We present the output αinv and
approximation error |αinv − α∗| and we also give the total number of iterations in Table 3.

Table 3. Numerical observation of different α∗ = 0.3, 0.6, 0.9 with different initial guesses
α0 = 0.2, 0.5, 0.8 in Test 1.

α∗ α0 αinv |α∗− αinv| Iter.
0.2 2.9997 × 10−1 3.4048 × 10−5 11

0.3 0.5 2.9997 × 10−1 3.3971 × 10−5 11
0.8 2.9997 × 10−1 3.3984 × 10−5 12
0.2 5.9995 × 10−1 5.1359 × 10−5 12

0.6 0.5 5.9995 × 10−1 5.1364 × 10−5 11
0.8 5.9995 × 10−1 5.1287 × 10−5 11
0.2 8.9994 × 10−1 5.8136 × 10−5 12

0.9 0.5 8.9994 × 10−1 5.8134 × 10−5 12
0.8 8.9994 × 10−1 5.8135 × 10−5 11

In Figures 2–4, we plotted the variation of the errors and the cost functions with the
number of iterations. From the figures, we can see that the proposed finite element LM
method achieved a desired approximation α∗ for different initial guesses.

0 2 4 6 8 10 12 14 16 18 20

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

0 2 4 6 8 10 12 14 16 18 20

10
-30

10
-25

10
-20

10
-15

10
-10

10
-5

10
0

Figure 2. α∗ = 0.3 for uncontaminated observation data in Test 1.
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Figure 3. α∗ = 0.6 for uncontaminated observation data in Test 1.
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Figure 4. α∗ = 0.9 for uncontaminated observation data in Test 1.

Test 2. Because there may be noise in real problems, we tested cases in which the data were
contaminated as follows:

θε(xi) = θ(xi)
(
1 + ε% · randn(i)

)
, i = 1, · · · , M. (16)

where ε represents the degree of noise, randn denotes the random noise generated by the Gaussian
distribution. The exact solution, initial condition and source term in this Test were the same as those
in Test 1. We listed the numerical results in Table 4.

Table 4. Numerical results of different α∗ = 0.75 with ε%-degree noise-contaminated data in Test 2.

ε% α0 αinv |α∗− αinv| Iter.
0.2 7.4999 × 10−1 1.1803 × 10−5 12

0.01 0.5 7.4992 × 10−1 7.6152 × 10−5 12
0.8 7.4967 × 10−1 3.3354 × 10−4 12
0.2 7.5078 × 10−1 7.8329 × 10−4 12

0.1 0.5 7.5104 × 10−1 1.0446 × 10−3 12
0.8 7.5257 × 10−1 2.5709 × 10−3 12
0.2 7.3639 × 10−1 1.3607 × 10−2 12

1 0.5 7.4047 × 10−1 9.5338 × 10−3 12
0.8 7.4961 × 10−1 3.9271 × 10−4 12

In Figures 5–7, we also present the variation of errors and values of the cost function
with iterations under different degrees of the noise. From the figures, we can see that our
algorithm can obtain satisfactory results with a smaller number of iterations.
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Figure 5. α∗ = 0.75 for contaminated observation data with 0.01% of noise in Test 2.
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Figure 6. α∗ = 0.75 for contaminated observation data with 0.1% of noise in Test 2.
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Figure 7. α∗ = 0.75 for contaminated observation data with 1% of noise in Test 2.

Test 3. For the next test, we considered the two-dimensional case. Let κ(t) = 1, the exact solution
was chosen to be

u(x, y, t) = (log t)2−α sin(2πx) sin(2πy),

and the right-hand side can be computed accordingly. The other data were the same as in Test 1. We
chose N = 100 and hx = hy = 1/100 in the finite element method with different initial guesses
α0 ∈ (0, 1) in the LM algorithm. We present the numerical results in Table 5.
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Table 5. Numerical results of different α∗ = 0.3, 0.6, 0.9 with different initial guesses α0 = 0.2, 0.5, 0.8
in Test 3.

α∗ α0 αinv |α∗− αinv| Iter.
0.2 3.008 × 10−1 8.4911 × 10−4 11

0.3 0.5 3.008 × 10−1 8.4911 × 10−4 11
0.8 3.008 × 10−1 8.4911 × 10−4 12
0.2 6.008 × 10−1 8.3445 × 10−4 12

0.6 0.5 6.008 × 10−1 8.3445 × 10−4 11
0.8 6.008 × 10−1 8.3445 × 10−4 11
0.2 9.008 × 10−1 8.3297 × 10−4 12

0.9 0.5 9.008 × 10−1 8.3297 × 10−4 12
0.8 9.008 × 10−1 8.3297 × 10−4 11

We also plotted the change of parameter errors and values of the cost function with
iterations in Figures 8–10 and observed that the optimization process took only a few
iterations to reach the tolerance.
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Figure 8. α∗ = 0.3 for uncontaminated observation data in Test 3.
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Figure 9. α∗ = 0.6 for uncontaminated observation data in Test 3.
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Figure 10. α∗ = 0.9 for uncontaminated observation data in Test 3.
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Test 4. We also considered two-dimensional cases in which the data had a small random perturbation
as follows:

θε(xi, yj) = θ(xi, yj)
(
1 + ε% · randn(i, j)

)
, i, j = 1, · · · , M. (17)

The exact solution, initial condition and source term in this Test were the same as those in Test 3.
The numerical results are listed in Table 6.

Table 6. Numerical observation of different α∗ = 0.75 with data contaminated with ε% of noise in
Test 4.

ε% α0 αinv |α∗− αinv| Iter.
0.2 7.5085 × 10−1 8.5595 × 10−4 12

0.01 0.5 7.5082 × 10−1 8.2265 × 10−4 12
0.8 7.5081 × 10−1 8.1000 × 10−4 12
0.2 7.5089 × 10−1 8.9797 × 10−4 12

0.1 0.5 7.5076 × 10−1 7.6190 × 10−4 12
0.8 7.5102 × 10−1 1.0166 × 10−3 12
0.2 7.5415 × 10−1 4.1538 × 10−3 12

1 0.5 7.4991 × 10−1 8.5762 × 10−5 12
0.8 7.5305 × 10−1 3.0522 × 10−3 12

From Figures 11–13, we can see that when the observation data g are contaminated by
random noise, the algorithm can still output satisfactory results in the two-dimensional case.
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Figure 11. α∗ = 0.75 for true data with 0.01% of noise in Test 4.
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Figure 12. α∗ = 0.75 for true data with 0.1% of noise in Test 4.
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Figure 13. α∗ = 0.75 for true data with 1% of noise in Test 4.

5. Conclusions

We developed a finite element scheme for the numerical solution of two-timescale
fractional diffusion Equation (1) involving a so-called Hadamard time-fractional derivative.
We also proved the optimal convergence order of the error estimates of the finite element
scheme to (1) without smooth assumptions on the true solution. Then, we presented
several numerical examples to substantiate the mathematical and numerical analyses. We
accordingly developed a finite element Levenberg–Marquardt algorithm to simulate the
fractional order. In the near future, we will consider the variable-order case of the model
problem (1).
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