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Abstract: In this paper, the nonlinear version of the Henry–Gronwall integral inequality with the
tempered Ψ-Hilfer fractional integral is proved. The particular cases, including the linear one and
the nonlinear integral inequality of this type with multiple tempered Ψ-Hilfer fractional integrals,
are presented as corollaries. To illustrate the results, the problem of the nonexistence of blowing-up
solutions of initial value problems for fractional differential equations with tempered Ψ-Caputo
fractional derivative of order 0 < α < 1, where the right side may depend on time, the solution, or its
tempered Ψ-Caputo fractional derivative of lower order, is investigated. As another application of
the integral inequalities, sufficient conditions for the Ψ-exponential stability of trivial solutions are
proven for these kinds of differential equations.
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1. Introduction and Preliminaries

Initial value problems for some semilinear parabolic differential equations can be
studied in the framework of the theory of abstract evolution equations. Mild solutions
of such equations are given by Volterra integral equations with weakly singular kernels,
studied by Dan Henry in the famous monograph [1]. The basic tools for an analysis of
these equations are integral inequalities with weakly singular kernels. Henry’s lemmas
([1], Lemmas 7.1.1 and 7.1.2) relating to linear integral inequalities of this type are well
known. D. Henry proved these lemmas by an iteration argument. However, this method is
not applicable in nonlinear cases. In the papers [2,3], a new approach to an analysis, also
suitable for the study of nonlinear integral inequalities with weakly singular kernels, was
proposed. This method is useful also in the theory of parabolic PDEs, abstract evolution
differential equations (see, e.g., [3–6]), and fractional differential equations (see, e.g., [7,8]).
In the present paper, this method to nonlinear integral inequalities with the so-called
tempered Ψ-Hilfer fractional integral is applied. It is a generalization of the Ψ-Hilfer
fractional integral, which was introduced in [9].

Recently, fractional derivatives were used in the synchronization of fractional-order
systems in cryptography and image encryption [10,11].

For the convenience of a reader, we recall the following definitions of the tempered
Ψ-Hilfer fractional integral and a corresponding Caputo-like fractional derivative from [12].
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Definition 1. Let α > 0, λ ≥ 0, the real function x(t) be continuous on [a, b], and Ψ ∈ C1[a, b] be
an increasing function. Then, the tempered Ψ-Hilfer fractional integral of order α > 0 is defined by

Iα,λ,Ψ
a x(t) =

1
Γ(α)

∫ t

a
(Ψ(t)−Ψ(s))α−1 e−λ(Ψ(t)−Ψ(s)) Ψ′(s) x(s) ds

for t ∈ [a, b], where Γ(·) is the Euler gamma function.

We recall that Iα,λ,Ψ
a x(t) = e−λΨ(t) Iα,Ψ

a (eλΨ(t) x(t)), where Iα,Ψ
a is the Ψ-Riemann–

Liouville fractional integral (see [12]). For the purpose of this paper, we use the abbreviation

K(t, s, α, λ) = (Ψ(t)−Ψ(s))α−1 e−λ(Ψ(t)−Ψ(s)) Ψ′(s).

Definition 2. Let Ψ ∈ Cn[a, b] be such that Ψ′(t) > 0 for all t ∈ [a, b]. For n− 1 < α < n,
n ∈ N, λ ≥ 0, tempered Ψ-Caputo fractional derivative of order α is defined by

CDα,λ,Ψ
a x(t) =

e−λΨ(t)

Γ(n− α)

∫ t

a
(Ψ(t)−Ψ(s))n−α−1 Ψ′(s) x[n]λ,Ψ(s) ds (1)

for t ∈ [a, b], where

x[n]λ,Ψ(t) =
[

1
Ψ′(t)

d
dt

]n(
eλΨ(t) x(t)

)
.

This paper deals with the following Henry–Gronwall-type nonlinear integral inequality

u(t) ≤ a(t) + b(t)
∫ t

a
K(t, s, α, λ) F(s)ω(u(s)) ds, t ∈ [a, T). (2)

To the best of our knowledge, at the present time, an inequality of the form (2) has not
been studied in any known literature or published paper. Therefore, also our results on
blowing-up solutions or stability are improving the existing knowledge and considered the
brand-new.

For comparison, in [13], inequality (2) was proven with λ = 0, F(t) ≡ 1, ω(u) ≡ u
(see [13], Theorem 3). In the papers [2,3], this inequality with Ψ(t) ≡ t and λ = 0
was investigated. In paper [14], various forms of linear Henry–Gronwall-type integral
inequalities, (2) with ω(u) ≡ u, and their generalizations were proven. In [15], Gronwall-
type integral inequality with the tempered Ψ-Hilfer fractional integral was stated (see
Remark 1 for a comparison of this result with our version of linear integral inequality).
Furthermore, the limit and other properties were investigated in [16].

In the following section, we prove an integral inequality of the Henry–Gronwall
type for the right side depending on the tempered Ψ-Hilfer fractional integral, and its
corollaries for particular cases of functions appearing in the inequality, including the
linear integral inequality, and for multiple integrals of this type on the right-hand side. In
Section 3, we present applications of the results of Section 2. More precisely, we prove new
sufficient conditions for the nonexistence of blowing-up solutions of initial value problems
corresponding to fractional differential equations with the tempered Ψ-Caputo fractional
derivative and the right-side depending on the solution of this problem, its tempered
Ψ-Caputo fractional derivatives of lower order, or its tempered Ψ-Hilfer fractional integrals
of any positive order. In the second part of Section 3, we derive new sufficient conditions
for the Ψ-exponential stability of the trivial solutions of fractional differential equations
with the tempered Ψ-Caputo fractional derivative of order 0 < α < 1, and various kinds of
nonlinearities. Finally, we summarize our results and sketch possible directions of future
research in Section 4.

2. Integral Inequalities

In this section, we study the integral inequality (2) and provide some of its corollaries.
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First, we formulate our main result on a nonlinear version of the Henry–Gronwall
inequality.

Theorem 1. Let λ > 0, α ∈ (0, 1), p > 1, p(α− 1) + 1 > 0, q = p
p−1 , a(t), b(t), and F(t) be

non-negative, continuous functions on the interval [a, T), where a < T ≤ ∞, and Ψ ∈ C1[a, ∞)
be a non-negative, increasing function with Ψ′(t) > 0 for all t ∈ (a, ∞), limt→∞ Ψ(t) = ∞. Let
ω : [0, ∞)→ [0, ∞) be a continuous, positive, non-decreasing function and u(t) be a non-negative
continuous function on [a, T), satisfying the inequality (2). Then

u(t) ≤
[

Ω−1
(

Ω(A(t)) + B(t)
∫ t

a
F(s)q Ψ′(s) ds

)]1/q
(3)

for all t ∈ [a, T), where

A(t) = 2q−1 sup
a≤s≤t

a(s)q, B(t) = 2q−1Mq
p sup

a≤s≤t
b(s)q,

Mp =

(
Γ(p(α− 1) + 1)
(pλ)p(α−1)+1

)1/p
,

(4)

Ω(v) =
∫ v

v0
dσ

[ω(σ1/q)]q
for v0, v > 0, and Ω−1 is the inverse of Ω.

Proof. Since 1
p + 1

q = 1, we can write Ψ′(t) as the product Ψ′(t) = Ψ′(t)1/p Ψ′(t)1/q and
using the Hölder inequality, from (2), we obtain∫ t

a
K(t, s, α, λ) F(s)ω(u(s)) ds

≤
(∫ t

a
[Ψ(t)−Ψ(s)]p(α−1) e−pλ[Ψ(t)−Ψ(s)] Ψ′(s) ds

)1/p

×
(∫ t

a
F(s)q ω(u(s))q Ψ′(s) ds

)1/q
.

(5)

Using the transformation σ = Ψ(t)−Ψ(s), we obtain(∫ t

a
[Ψ(t)−Ψ(s)]p(α−1) e−pλ[Ψ(t)−Ψ(s)] Ψ′(s) ds

)1/p

=

(∫ Ψ(t)−Ψ(a)

0
σp(α−1) e−pλσ dσ

)1/p

≤
(∫ ∞

0
σp(α−1) e−pλσ dσ

)1/p
= Mp.

(6)

Inequalities (2) and (6) yield

u(t) ≤ a(t) + Mp b(t)
(∫ t

a
F(s)q [ω(u(s))]q Ψ′(s) ds

)1/q
. (7)

Since (a1 + a2)
q ≤ 2q−1(aq

1 + aq
2) for any a1, a2 ≥ 0, from inequality (7), we obtain

u(t)q ≤ ã(t) + 2q−1Mq
p b(t)q

∫ t

a
F(s)q [ω(u(s))]q Ψ′(s) ds, (8)

where ã(t) = 2q−1a(t)q.
If v(t) = u(t)q, then the inequality (8) can be written in the form

v(t) ≤ ã(t) + 2q−1Mq
p b(t)q

∫ t

a
F(s)q [ω(v(s)1/q)]q Ψ′(s) ds. (9)



Fractal Fract. 2023, 7, 611 4 of 17

From the Butler and Rogers theorem ([17], Theorem, p. 78), it follows

v(t) ≤ Ω−1
(

Ω(A(t)) + B(t)
∫ t

a
F(s)q Ψ′(s) ds

)
, (10)

where functions A, B, Ω, Ω−1 are as in the statement. This means that the inequality (3)
holds.

Next, we present a couple of particular cases of the above theorem as corollaries. The
first of them deals with a linear version of inequality (2).

Corollary 1. Let the assumptions of Theorem 1 be fulfilled with ω(u) ≡ u, i.e., the inequality

u(t) ≤ a(t) + b(t)
∫ t

a
K(t, s, α, λ) F(s) u(s) ds, t ∈ [a, T), (11)

holds. Then

u(t) ≤ A(t)
1
q exp

{
B(t)

q

∫ t

a
F(s)Ψ′(s) ds

}
(12)

for all t ∈ [a, T), where A(t) and B(t) are given by (4).

Proof. The form of function ω implies that Ω(v) = ln v
v0

for v0, v > 0, and Ω−1(v) = v0 ev

for v0 > 0, v ∈ R. The statement is then easily obtained from (3).

Remark 1. In [15], Gronwall-type integral inequality was proved assuming (11) with F(t) ≡ 1
and a(t) was not supposed to be non-negative. The statement from [15] involved an infinite series,
whereas the exponential in (12) is reminiscent of the classic Bellman result [18].

Remark 2. Except for ω(u) ≡ u, when Ω(v) v→∞−−−→ ∞, one can often meet the power case,

ω(u) ≡ uρ for ρ > 1 (see Theorem 6 below). Then, Ω(v) = 1
ρ−1

(
1

vρ−1
0

− 1
vρ−1

)
v→∞−−−→ v1−ρ

0
ρ−1 < ∞

and (3) has the form

u(t) ≤
[

A(t)1−ρ − (ρ− 1)B(t)
∫ t

a
F(s)q Ψ′(s) ds

]− 1
q(ρ−1)

.

On the other side, it is not always necessary to be able to express Ω(v) explicitly in order
to derive interesting results (see, e.g., Theorem 2). This is the case of the function ω(u) ≡
(ln(uρ + 2))

1
ρ for ρ > 1. Setting q = ρ (while all other assumptions of Theorem 1 are satisfied)

yields Ω(v) =
∫ v

v0
dσ

ln(σ+2)
v→∞−−−→ ∞, which fulfills condition (18).

Corollary 2. Let the assumptions of Theorem 1 be fulfilled and a(t), b(t) be non-decreasing
functions. Then, the statement of Theorem 1 holds with

A(t) = 2q−1a(t)q, B(t) = 2q−1Mq
p b(t)q.

The following corollary of Theorem 1 considers multiple Ψ-Hilfer fractional integrals
on the right side.

Corollary 3. Let n ∈ N, λ > 0, αi ∈ (0, 1) for i = 1, 2, . . . , n, p > 1, be such that p(αi − 1) +
1 > 0 for each i = 1, 2, . . . , n, q = p

p−1 , a(t), bi(t), and Fi(t), i = 1, 2, . . . , n, be non-negative,
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continuous functions on the interval [a, T), where a < T ≤ ∞, and functions Ψ, ω be as in
Theorem 1. If u(t) is a non-negative continuous function on [a, T), satisfying the inequality

u(t) ≤ a(t) +
n

∑
i=1

bi(t)
∫ t

a
K(t, s, αi, λ) Fi(s)ωi(u(s)) ds, t ∈ [a, T), (13)

then (3) holds for all t ∈ [a, T), where

F = max
i=1,2,...,n

Fi, ω = max
i=1,2,...,n

ωi,

A(t) = 2q−1 sup
a≤s≤t

a(s)q, B(t) = 2q−1 sup
a≤s≤t

(
n

∑
i=1

Mp,i bi(s)

)q

,

Mp,i =

(
Γ(p(αi − 1) + 1)
(pλ)p(αi−1)+1

)1/p
, i = 1, 2, . . . , n,

Ω(v) =
∫ v

v0
dσ

[ω(σ1/q)]q
for v0, v > 0, and Ω−1 is the inverse of Ω.

Proof. From (13), we obtain

u(t) ≤ a(t) +
n

∑
i=1

bi(t)
∫ t

a
K(t, s, αi, λ) F(s)ω(u(s)) ds, t ∈ [a, T).

Following the proof of Theorem 1, one derives

u(t) ≤ a(t) +

(
n

∑
i=1

Mp,i bi(t)

)(∫ t

a
F(s)q [ω(u(s))]q Ψ′(s) ds

)1/q
. (14)

Consequently (see (8)),

u(t)q ≤ ã(t) + 2q−1

(
n

∑
i=1

Mp,i bi(t)

)q ∫ t

a
F(s)q [ω(u(s))]q Ψ′(s) ds,

where ã(t) = 2q−1a(t)q. Applying ([17], Theorem, p. 78) completes the proof.

3. Applications to Fractional Differential Equations with Tempered Ψ-Caputo
Derivative

In this section, we use our results from Section 2 to show the properties of the solutions
of initial value problems for fractional differential equations with a tempered Ψ-Caputo
derivative of order α ∈ (0, 1) and with various right sides. More precisely, we prove the
results with the nonexistence of blowing-up solutions and the stability of a trivial solution.

3.1. Blowing-Up Solutions

First, we consider the following initial value problem

CDα,λ,Ψ
a x(t) = f (t, x(t)), t ≥ a, (15)

x[0]λ,Ψ(a) = x0
a (16)

for some constant x0
a ∈ RN , where 0 < α < 1, λ ≥ 0, Ψ ∈ C1[a, ∞) is such that Ψ′(t) > 0 for

all t ≥ a, and f ∈ C([a, ∞)×RN ,RN). Let us recall that x[0]λ,Ψ(t) = eλΨ(t) x(t). A solution of
(15), (16) is understood in the sense of the following definition.

Definition 3. A function x ∈ C1([a, ∞),RN) is a solution of the initial value problem (15), (16) if
CDα,λ,Ψ

a x(t) exists and is continuous on (a, ∞), x(t) fulfills Equation (15) and initial condition (16).
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Theorem 2. Let x0
a ∈ RN , λ > 0, α ∈ (0, 1), f ∈ C([a, ∞)×RN ,RN) be such that

‖ f (t, u)‖ ≤ F(t)ω(‖u‖) (17)

for some non-decreasing F ∈ C[a, ∞), functions Ψ, ω be as in Theorem 1, and∫ ∞

v0

dσ

[ω(σ1/q)]q
= ∞ (18)

for some v0 > 0, with q = p
p−1 for p > 1 such that p(α− 1) + 1 > 0. Then, any non-extensible

solution of (15), (16) is global, i.e., there is no blowing-up solution of this initial value problem.

Proof. Let x be a non-extensible solution of (15), (16) which is defined on [a, b) for some
b < ∞, i.e., limt→b− ‖x(t)‖ = ∞. From ([19], Theorem 2), x satisfies the integral equation

x(t) = e−λΨ(t) x0
a +

1
Γ(α)

∫ t

a
K(t, s, α, λ) f (s, x(s)) ds

for all t ∈ [a, b). Using estimation (17), we obtain

‖x(t)‖ ≤ e−λΨ(t) ‖x0
a‖+

1
Γ(α)

∫ t

a
K(t, s, α, λ) F(s)ω(‖x(s)‖) ds

which is of the form (2). Theorem 1 yields

Ω(‖x(t)‖q) ≤ Ω(A(t)) + B(t)
∫ t

a
F(s)q Ψ′(s) ds (19)

for all t ∈ [a, b), where

A(t) = 2q−1
(

e−λΨ(a) ‖x0
a‖
)q

, B(t) =
2q−1Mq

p

Γ(α)q ,

Mp =

(
Γ(p(α− 1) + 1)
(pλ)p(α−1)+1

)1/p
, (20)

Ω(v) =
∫ v

v0
dσ

[ω(σ1/q)]q
for v0, v > 0, and Ω−1 is the inverse of Ω. Taking limt→b− in (19), we

obtain a contradiction since the left-hand side tends to ∞ and the right-hand side is bound.
Therefore, b = ∞ and the proof is complete.

If the right-hand side of (15) also depends on the tempered Ψ-Caputo derivatives of a
lower order of solution, we have the following result.

Theorem 3. Let n ∈ N, x0
a ∈ RN , λ > 0, α ∈ (0, 1), 0 < αi < α, i = 1, 2, . . . , n, f ∈

C([a, ∞)×R(n+1)N ,RN) be such that

‖ f (t, u, v1, . . . , vn)‖ ≤ F(t)
(
ω0(‖u‖) + ω1(‖v1‖) + . . . + ωn(‖vn‖)

)
(21)

for some non-decreasing F ∈ C[a, ∞), function Ψ be as in Theorem 1, ωi : [0, ∞) → [0, ∞) be a
continuous, positive, non-decreasing function for each i = 0, 1, . . . , n, and condition (18) holds
for ω = maxi=0,1,...,n ωi and q = p

p−1 for p > 1 such that p(α − αi − 1) + 1 > 0 for each
i = 1, 2, . . . , n. Then, any non-extensible solution of

CDα,λ,Ψ
a x(t) = f (t, x(t), CDα1,λ,Ψ

a x(t), . . . , CDαn ,λ,Ψ
a x(t)), t ≥ a, (22)

x[0]λ,Ψ(a) = x0
a (23)

is global, i.e., there is no blowing-up solution of this initial value problem.
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To prove this theorem, we need an auxiliary lemma.

Lemma 1. Let 0 < α < β < 1, λ ≥ 0, and Ψ ∈ C1[a, b] be such that Ψ′(t) > 0 for all t ∈ [a, b].
Then

Iα,λ,Ψ
a

CDβ,λ,Ψ
a x(t) = CDβ−α,λ,Ψ

a x(t)

for any x ∈ C1[a, b].

Proof. First, we rewrite the left-hand side using the Ψ-Riemann–Liouville fractional inte-
gral and the Ψ-Caputo fractional derivative as in [12],

Iα,λ,Ψ
a

CDβ,λ,Ψ
a x(t) = e−λΨ(t) Iα,Ψ

a

(
eλΨ(t)

[
e−λΨ(t) CDβ,Ψ

a

(
eλΨ(t) x(t)

)])
= e−λΨ(t) Iα,Ψ

a
CDβ,Ψ

a

(
eλΨ(t) x(t)

)
.

Next, using ([20], Theorem 3), we write

CDβ,Ψ
a y(t) = I1−β,Ψ

a
y′(t)
Ψ′(t)

for a C1-function y. Then, using the composition of the fractional integrals [21] (see also [22]),
we obtain

Iα,Ψ
a

CDβ,Ψ
a y(t) = Iα,Ψ

a I1−β,Ψ
a

y′(t)
Ψ′(t)

= I1+α−β,Ψ
a

y′(t)
Ψ′(t)

= CDβ−α,Ψ
a y(t)

since 0 < β− α < 1. Hence, we obtain

Iα,λ,Ψ
a

CDβ,λ,Ψ
a x(t) = e−λΨ(t) CDβ−α,Ψ

a

(
eλΨ(t) x(t)

)
= CDβ−α,λ,Ψ

a x(t).

This completes the proof.

Proof of Theorem 3. Let us again suppose that x is a solution of (22), (23) defined on [a, b),
satisfying limt→b− ‖x(t)‖ = ∞. For short, we denote

f̃ (t) = f (t, x(t), CDα1,λ,Ψ
a x(t), . . . , CDαn ,λ,Ψ

a x(t)).

Then, by ([19], Theorem 2), function x solves

x(t) = e−λΨ(t) x0
a +

1
Γ(α)

∫ t

a
K(t, s, α, λ) f̃ (s) ds (24)

for all t ∈ [a, b). For the norm, we have the estimation

‖x(t)‖ ≤ e−λΨ(t) ‖x0
a‖+

1
Γ(α)

∫ t

a
K(t, s, α, λ) ‖ f̃ (s)‖ ds

for all t ∈ [a, b). Let us define

z(t) = e−λΨ(t) ‖x0
a‖+

n

∑
i=0

1
Γ(α− αi)

∫ t

a
K(t, s, α− αi, λ)

×F(s)
(
ω0(‖x(s)‖) + ω1(‖ CDα1,λ,Ψ

a x(s)‖) + . . . + ωn(‖ CDαn ,λ,Ψ
a x(s)‖)

)
ds,

where α0 is set to 0. Then, by (21), ‖x(t)‖ ≤ z(t) for all t ∈ [a, b).
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Next, let i ∈ {1, 2, . . . , n} be arbitrary and fixed. Applying the operator Iα−αi ,λ,Ψ
a to

Equation (22), by Lemma 1, we obtain

CDαi ,λ,Ψ
a x(t) = Iα−αi ,λ,Ψ

a f (t, x(t), CDα1,λ,Ψ
a x(t), . . ., CDαn ,λ,Ψ

a x(t)).

For the norm, we have

‖ CDαi ,λ,Ψ
a x(t)‖ ≤ 1

Γ(α− αi)

∫ t

a
K(t, s, α− αi, λ) ‖ f̃ (s)‖ ds ≤ z(t)

for all t ∈ [a, b). Consequently, using the fact that each ωi, i = 0, 1, . . . , n, is non-decreasing,
we derive ω0(‖x(t)‖) ≤ ω(z(t)) and ωi(‖ CDαi ,λ,Ψ

a x(t)‖) ≤ ω(z(t)) for each i = 1, 2, . . . , n,
and all t ∈ [a, b). This yields

z(t) ≤ e−λΨ(t) ‖x0
a‖+

n

∑
i=0

n + 1
Γ(α− αi)

∫ t

a
K(t, s, α− αi, λ) F(s)ω(z(s)) ds.

Note that the assumption on p implies p(α− 1) + 1 > 0. By Corollary 3, we obtain

‖x(t)‖ ≤ z(t) ≤
[

Ω−1
(

Ω(A(t)) + B(t)
∫ t

a
F(s)q Ψ′(s) ds

)]1/q
(25)

with

A(t) = 2q−1
(

e−λΨ(a) ‖x0
a‖
)q

, B(t) = 2q−1

(
n

∑
i=0

Mp,i(n + 1)
Γ(α− αi)

)q

,

Mp,i =

(
Γ(p(α− αi − 1) + 1)
(pλ)p(α−αi−1)+1

)1/p
, i = 0, 1, . . . , n, (26)

Ω(v) =
∫ v

v0
dσ

[ω(σ1/q)]q
for v0, v > 0, and Ω−1 is the inverse of Ω. Equivalently, we have (19)

for any t ∈ [a, b). For x → b−, we obtain a contradiction. This completes the proof.

In the next step, we add dependency on tempered Ψ-Hilfer fractional integrals of a
solution.

Theorem 4. Let n, m ∈ N, x0
a ∈ RN , λ > 0, α ∈ (0, 1), 0 < αi < α, i = 1, 2, . . . , n, β j > 0,

j = 1, 2, . . . , m, f ∈ C([a, ∞)×R(n+m+1)N ,RN) be such that

‖ f (t, u, v1, . . . , vn, w1, . . ., wm)‖ ≤ F(t)
(
ω0(‖u‖) + ω1(‖v1‖) + . . . + ωn(‖vn‖)

+ ω−1(‖w1‖) + . . . + ω−m(‖wm‖)
) (27)

for some non-decreasing F ∈ C[a, ∞), function Ψ be as in Theorem 1, ωi : [0, ∞) → [0, ∞) be a
continuous, positive, non-decreasing function for each i = −m,−m + 1, . . . , n, and condition (18)
holds for ω = maxi=−m,−m+1,...,n ωi, and q = p

p−1 for p > 1 such that p(α− αi − 1) + 1 > 0
for each i = 1, 2, . . . , n. Then, any non-extensible solution of

CDα,λ,Ψ
a x(t) = f (t, x(t), CDα1,λ,Ψ

a x(t), . . . , CDαn ,λ,Ψ
a x(t),

Iβ1,λ,Ψ
a x(t), . . . , Iβm ,λ,Ψ

a x(t)), t ≥ a, (28)

x[0]λ,Ψ(a) = x0
a (29)

is global, i.e., there is no blowing-up solution of this initial value problem.



Fractal Fract. 2023, 7, 611 9 of 17

Proof. In some parts, the proof is analogous to the proof of Theorem 3, so we skip several
steps. Let x : [a, b)→ RN be a solution of (28), (29) such that limt→b− ‖x(t)‖ = ∞. For short,
we denote

f̃ (t) = f (t, x(t), CDα1,λ,Ψ
a x(t), . . . , CDαn ,λ,Ψ

a x(t),

Iβ1,λ,Ψ
a x(t), . . . , Iβm ,λ,Ψ

a x(t)).

Then, x has the form (24) and satisfies ‖x(t)‖ ≤ z(t) for all t ∈ [a, b), where

z(t) = a(t)‖x0
a‖+

∫ t

a

n

∑
i=0

(
1

Γ(α− αi)
(Ψ(t)−Ψ(s))α−αi−1

+
m

∑
j=1

(Ψ(t)−Ψ(a))β j

Γ(α + β j)
(Ψ(t)−Ψ(s))α−1

)
e−λ(Ψ(t)−Ψ(s))

×Ψ′(s) F(s)
(
ω0(‖x(s)‖) + ω1(‖ CDα1,λ,Ψ

a x(s)‖) + . . . + ωn(‖ CDαn ,λ,Ψ
a x(s)‖)

+ ω−1(‖Iβ1,λ,Ψ
a x(s)‖) + . . . + ω−m(‖Iβm ,λ,Ψ

a x(s)‖)
)

ds,

where

a(t) = e−λΨ(t) max
j=1,2,...,m

{
1,

(Ψ(t)−Ψ(a))β j

Γ(β j + 1)

}
.

Applying the operator Iα−αi ,λ,Ψ
a to Equation (28), one can show that

‖ CDαi ,λ,Ψ
a x(t)‖ ≤ z(t)

for each i = 1, 2, . . . , n, and all t ∈ [a, b). Next, for arbitrary fixed j = 1, 2, . . . , m, applying

the operator I
β j ,λ,Ψ
a to (24), we have

I
β j ,λ,Ψ
a x(t) = I

β j ,λ,Ψ
a

(
e−λΨ(t) x0

a + Iα,λ,Ψ
a f̃ (t)

)
= I

β j ,λ,Ψ
a (e−λΨ(t) x0

a) + I
β j ,λ,Ψ
a Iα,λ,Ψ

a f̃ (t).

Now, using substitution σ = Ψ(t)−Ψ(s), we obtain

I
β j ,λ,Ψ
a (e−λΨ(t) x0

a) = e−λΨ(t) I
β j ,Ψ
a x0

a

=
e−λΨ(t)

Γ(β j)

∫ t

a
(Ψ(t)−Ψ(s))β j−1Ψ′(s) x0

a ds =
e−λΨ(t)

Γ(β j)

∫ Ψ(t)−Ψ(a)

0
σβ j−1x0

a ds

=
e−λΨ(t)(Ψ(t)−Ψ(a))β j x0

a
β jΓ(β j)

=
e−λΨ(t)(Ψ(t)−Ψ(a))β j x0

a
Γ(β j + 1)

.

Furthermore, by the composition of the Ψ-Riemann–Liouville fractional integrals [22], we
derive

I
β j ,λ,Ψ
a Iα,λ,Ψ

a f̃ (t) = e−λΨ(t) I
β j ,Ψ
a Iα,Ψ

a (eλΨ(t) f̃ (t))

= e−λΨ(t) I
α+β j ,Ψ
a (eλΨ(t) f̃ (t)) = I

α+β j ,λ,Ψ
a f̃ (t).

Thus, for the norm of the fractional integral of a solution, we have the following estimation

‖I
β j ,λ,Ψ
a x(t)‖ ≤ e−λΨ(t)(Ψ(t)−Ψ(a))β j‖x0

a‖
Γ(β j + 1)

+
1

Γ(α + β j)

∫ t

a
K(t, s, α + β j, λ) ‖ f̃ (s)‖ ds ≤ z(t)
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for each j = 1, 2, . . . , m, and all t ∈ [a, b).
Using the fact that each ωi, i = −m,−m + 1, . . . , n, is non-decreasing, we derive

ω0(‖x(t)‖) ≤ ω(z(t)),

ωi(‖ CDαi ,λ,Ψ
a x(t)‖) ≤ ω(z(t)), i = 1, 2, . . . , n,

ω−j(‖I
β j ,λ,Ψ
a x(t)‖) ≤ ω(z(t)), j = 1, 2, . . . , m,

for all t ∈ [a, b). Hence,

z(t) ≤ a(t)‖x0
a‖+

n

∑
i=0

n + m + 1
Γ(α− αi)

∫ t

a
K(t, s, α− αi, λ) F(s)ω(z(s)) ds

+
m

∑
j=1

(n + m + 1)(Ψ(t)−Ψ(a))β j

Γ(α + β j)

∫ t

a
K(t, s, α, λ) F(s)ω(z(s)) ds.

Note that p(α− 1)+ 1 > 0 by the assumption on p. By Corollary 3, we obtain the estimation
(25) with

A(t) = 2q−1

(
sup

a≤s≤t
a(s) ‖x0

a‖
)q

,

B(t) = 2q−1

(
n

∑
i=0

Mp,i(n + m + 1)
Γ(α− αi)

+ Mp

m

∑
j=1

(n + m + 1)(Ψ(t)−Ψ(a))β j

Γ(α + β j)

)q

for Mp, Mp,i given by (20), (26), respectively, Ω(v) =
∫ v

v0
dσ

[ω(σ1/q)]q
for v0, v > 0, and Ω−1 is

the inverse of Ω. Equivalently, we have (19) for any t ∈ [a, b). For x → b−, we obtain a
contradiction. This completes the proof.

3.2. Stability

In this part, we investigate the stability of a trivial solution of the scalar fractional
differential equation

CDα,λ,Ψ
a x(t) = −ℵx(t) + f (t, x(t)), t ≥ a, (30)

with ℵ > 0, 0 < α < 1, λ ≥ 0, Ψ ∈ C1[a, ∞) such that Ψ′(t) > 0 for all t ≥ a, and
f ∈ C([a, ∞) × R,R) satisfying f (t, 0) = 0 for all t ≥ a, in the sense of the following
definition.

Definition 4. The trivial solution, x(t) ≡ 0, of Equation (30) is called locally Ψ-exponentially
stable if there exist constants c1, c2, δ > 0 depending on α, λ, Ψ, ℵ, and f such that any solution
y : [a, ∞) → R of Equation (30) satisfying y[0]λ,Ψ(a) = y0

a ∈ R with |y0
a| < δ, fulfills |y(t)| ≤

c1 ec2Ψ(t) for all t ≥ a.

It is worth noting that, in this section, we do not discuss the existence of solutions
of (30), (16), or any analogous initial value problem. It is assumed that they exist and an
appropriate convergence is proven to the trivial solution.

First, we consider the nonlinearity of order o(|x(t)|), where o is the Landau symbol.

Theorem 5. Let ℵ > 0, λ > 0, α ∈ (0, 1), Ψ be as in Theorem 1. Moreover, let f ∈ C([a, ∞)×
R,R) satisfy f (t, x) = o(|x|), i.e., for any P > 0, there is δ > 0 such that

|x| < δ =⇒ | f (t, x)| ≤ P|x|.

Then, the trivial solution of Equation (30) is locally Ψ-exponentially stable.
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Proof. Let x be a solution of Equation (30) satisfying (16) for some x0
a sufficiently close to 0

(it is specified later how close) defined on [a, ∞). Then, by ([19], Theorem 3), x is given by

x(t) = e−λΨ(t) Eα(−(Ψ(t)−Ψ(a))αℵ) x0
a

+
∫ t

a
K(t, s, α, λ) Eα,α(−(Ψ(t)−Ψ(s))αℵ) f (s, x(s)) ds,

(31)

where

Eu,v(z) =
∞

∑
j=0

zj

Γ(uj + v)

for u, v > 0, is the Mittag–Leffler function (cf. [23], §18.1) and Eu(z) = Eu,1(z). From [24]
(see also [25]), Eu,v is completely monotonous, i.e., if 0 < u ≤ 1, u ≤ v, then

(−1)m dm

dzm [Eu,v(−z)] ≥ 0

for each m = 0, 1, . . . and all z ≥ 0. Hence,

Eα(−(Ψ(t)−Ψ(a))αℵ) ≥ 0, Eα,α(−(Ψ(t)−Ψ(s))αℵ) ≥ 0.

Let us fix P > 0 and assume that |x(t)| < δ for all t ≥ a (this is established later). Moreover,

d
dt
[Eα(−(Ψ(t)−Ψ(a))αℵ)] = d

dz
[Eα(−z)]z=(Ψ(t)−Ψ(a))αℵ︸ ︷︷ ︸

≤0

α ℵΨ′(t)
(Ψ(t)−Ψ(a))1−α︸ ︷︷ ︸

≥0

≤ 0,

d
ds

[Eα,α(−(Ψ(t)−Ψ(s))αℵ)] = d
dz

[Eα,α(−z)]z=(Ψ(t)−Ψ(s))αℵ︸ ︷︷ ︸
≤0

−α ℵΨ′(s)
(Ψ(t)−Ψ(s))1−α︸ ︷︷ ︸

≤0

≥ 0

for all a < s < t. Hence,

Eα(−(Ψ(t)−Ψ(a))αℵ) ≤ Eα(−(Ψ(t)−Ψ(a))αℵ)
∣∣
t=a = Eα(0) =

1
Γ(α)

,

Eα,α(−(Ψ(t)−Ψ(s))αℵ) ≤ Eα,α(−(Ψ(t)−Ψ(s))αℵ)
∣∣
s=t = Eα,α(0) =

1
Γ(α)

for all a ≤ s ≤ t. Therefore,

|x(t)| ≤ e−λΨ(t) Eα(−(Ψ(t)−Ψ(a))αℵ) |x0
a |

+ P
∫ t

a
K(t, s, α, λ) Eα,α(−(Ψ(t)−Ψ(s))αℵ) |x(s)| ds

≤ e−λΨ(t) |x0
a |

Γ(α)
+

P
Γ(α)

∫ t

a
K(t, s, α, λ) |x(s)| ds

(32)

for all t ≥ a. Now, denote u(t) = e
λΨ(t)

2 |x(t)|. This function can be estimated as

u(t) ≤ e−
λΨ(t)

2
|x0

a |
Γ(α)

+
P

Γ(α)

∫ t

a
K
(

t, s, α,
λ

2

)
u(s) ds

≤ |x
0
a |

Γ(α)
+

P
Γ(α)

∫ t

a
K
(

t, s, α,
λ

2

)
u(s) ds, t ≥ a.
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Now, we apply Corollary 1 with any p, q > 1 satisfying its assumptions and

A = A(t) = 2q−1
(
|x0

a |
Γ(α)

)q

, B = B(t) = 2q−1
(

Mp P
Γ(α)

)q
,

Mp =

Γ(p(α− 1) + 1)(
pλ
2

)p(α−1)+1


1/p

,

to obtain

u(t) ≤ 2
q−1

q
|x0

a |
Γ(α)

e
B(Ψ(t)−Ψ(a))

q ≤ 2
q−1

q
|x0

a |
Γ(α)

e
B Ψ(t)

q , t ≥ a.

Notice that B→ 0+ as P→ 0+. For the original solution x, we have

|x(t)| ≤ 2
q−1

q
|x0

a |
Γ(α)

e
(

B
q −

λ
2

)
Ψ(t), t ≥ a. (33)

Now, if P > 0 is so small that B
q −

λ
2 < 0 and |x0

a | < δ is such that |x0
a | < 2

1−q
q Γ(α) δ, then

|x(t)| < δ for all t ≥ a. So, the estimation of | f (t, x(t))| in (32) is justified. Therefore, (33)
means the local Ψ-exponential stability of the trivial solution.

When the nonlinearity is of a higher order, we have a similar result; however, the
Ψ-exponential stability is obtained more easily (there is no restriction on P in the proof).

Theorem 6. Let ℵ > 0, λ > 0, α ∈ (0, 1), Ψ be as in Theorem 1. Moreover, let f ∈ C([a, ∞)×
R,R) satisfy f (t, x) = o(|x|ρ) for some ρ > 1, i.e., for any P > 0, there is δ > 0 such that

|x| < δ =⇒ | f (t, x)| ≤ P|x|ρ.

Then, the trivial solution of Equation (30) is locally Ψ-exponentially stable.

Proof. Solution x of initial value problem (30), (16) is given by (31). Let P > 0 be fixed and
assume that |x(t)| ≤ δ for all t ≥ a. Similarly to the proof of Theorem 5, we have

|x(t)| ≤ e−λΨ(t) |x0
a |

Γ(α)
+

P
Γ(α)

∫ t

a
K(t, s, α, λ) |x(s)|ρ ds

for all t ≥ a. Let us denote u(t) = e
λΨ(t)

2ρ |x(t)|. Then, using 1− 1
2ρ > 0, we derive

u(t) ≤ |x
0
a |

Γ(α)
+

P
Γ(α)

∫ t

a
K
(

t, s, α,
λ(2ρ− 1)

2ρ

)
e

λ(1−ρ)
2ρ Ψ(s) u(s)ρ ds, t ≥ a.

We apply Theorem 1 with

F(t) = e
λ(1−ρ)

2ρ Ψ(t), A = A(t) = 2q−1
(
|x0

a |
Γ(α)

)q

, B = B(t) = 2q−1
(

Mp P
Γ(α)

)q
,

Mp =

 Γ(p(α− 1) + 1)(
pλ(2ρ−1)

2ρ

)p(α−1)+1


1/p

, Ω(v) =
∫ v

v0

dσ

σρ , v0, v > 0.

So, we obtain

u(t) ≤
[

Ω−1
(

Ω(A) + B
∫ t

a
Ψ′(s) e

qλ(1−ρ)
2ρ Ψ(s) ds

)] 1
q
, t ≥ a. (34)
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Furthermore, we estimate the inner integral as

∫ t

a
Ψ′(s) e

qλ(1−ρ)
2ρ Ψ(s) ds =

∫ Ψ(t)

Ψ(a)
e−

qλ(ρ−1)s
2ρ ds ≤

∫ ∞

0
e−

qλ(ρ−1)s
2ρ ds =

2ρ

qλ(ρ− 1)
< ∞.

Thus, the right-hand side of (34) is bounded from above by a finite constant. Returning
back to x, we obtain

|x(t)| ≤
[

Ω−1

(
Ω

(
2q−1

(
|x0

a |
Γ(α)

)q)
+

(
Mp P
Γ(α)

)q 2qρ

qλ(ρ− 1)

)] 1
q

e−
λΨ(t)

2ρ

for all t ≥ a. This was to be proven. To be able to use the estimation of | f (t, x(t))|, it only
remains to verify the smallness of |x(t)| for all t ≥ a. Having a fixed arbitrary P > 0, it can
be achieved by taking |x0

a | < δ so small that

Ω

(
2q−1

(
|x0

a |
Γ(α)

)q)
< Ω(δq)−

(
Mp P
Γ(α)

)q 2qρ

qλ(ρ− 1)
.

This is always possible since Ω(v)→ −∞ as v→ 0+.

Finally, we consider the case when the nonlinearity depends on a tempered Ψ-Caputo
derivative of the lower order of a solution.

Theorem 7. Let ℵ > 0, λ > 0, 0 < β < α < 1, 2α− β < 1, Ψ be as in Theorem 1. Moreover,
let f ∈ C([a, ∞)×R2,R) satisfy f (t, x, y) = o(|x|+ |y|), i.e., for any P > 0 there is δ > 0 such
that

|x|, |y| < δ =⇒ | f (t, x, y)| ≤ P(|x|+ |y|).

Then, the trivial solution of equation

CDα,λ,Ψ
a x(t) = −ℵx(t) + f (t, x(t), CDβ,λ,Ψ

a x(t)), t ≥ a, (35)

is locally Ψ-exponentially stable.

Proof. By ([19], Theorem 3), the solution x of the initial value problem (35), (15) has the
form

x(t) = e−λΨ(t) Eα(−(Ψ(t)−Ψ(a))αℵ) x0
a

+
∫ t

a
K(t, s, α, λ) Eα,α(−(Ψ(t)−Ψ(s))αℵ) f (s, x(s), CDβ,λ,Ψ

a x(s)) ds

for t ≥ a. Let us define the auxiliary function

z(t) = e−λΨ(t) |x0
a |

Γ(α)
+

1
Γ(α)

∫ t

a
K(t, s, α, λ) | f (s, x(s), CDβ,λ,Ψ

a x(s))| ds

+
1

Γ(α− β)

∫ t

a
K(t, s, α− β, λ) | f (s, x(s), CDβ,λ,Ψ

a x(s))| ds

for t ≥ a. Using the complete monotonicity of the Mittag–Leffler function (see the proof of
Theorem 5), it is easy to see that x(t) ≤ z(t) for all t ≥ a. Using Lemma 1, we derive

CDβ,λ,Ψ
a x(t) = Iα−β,λ,Ψ

a
CDα,λ,Ψ

a x(t) = Iα−β,λ,Ψ
a

(
−ℵx(t) + f (t, x(t), CDβ,λ,Ψ

a x(t))
)

=
1

Γ(α− β)

∫ t

a
K(t, s, α− β, λ)

(
−ℵx(s) + f (s, x(s), CDβ,λ,Ψ

a x(s))
)

ds.
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Hence,

| CDβ,λ,Ψ
a x(t)| ≤ ℵ

Γ(α− β)

∫ t

a
K(t, s, α− β, λ) |x(s)| ds

+
1

Γ(α− β)

∫ t

a
K(t, s, α− β, λ) | f (s, x(s), CDβ,λ,Ψ

a x(s))| ds

≤ z(t) +
ℵ

Γ(α− β)

∫ t

a
K(t, s, α− β, λ) z(s) ds, t ≥ a.

(36)

Let P > 0 be fixed and |x(t)|, | CDβ,λ,Ψ
a x(t)| < δ for all t ≥ a (this is assured at the end of

the proof). Then, using the estimations of |x(t)| and | CDβ,λ,Ψ
a x(t)|, function z(t) can be

estimated as follows:

z(t) ≤ e−λΨ(t) |x0
a |

Γ(α)
+

P
Γ(α)

∫ t

a
K(t, s, α, λ) z(s) ds +

P
Γ(α− β)

∫ t

a
K(t, s, α− β, λ) z(s) ds

+
P

Γ(α)

∫ t

a
K(t, s, α, λ)

(
z(s) +

ℵ
Γ(α− β)

∫ s

a
K(s, σ, α− β, λ) z(σ) dσ

)
ds

+
P

Γ(α− β)

∫ t

a
K(t, s, α− β, λ)

(
z(s) +

ℵ
Γ(α− β)

∫ s

a
K(s, σ, α− β, λ) z(σ) dσ

)
ds

(37)

for all t ≥ a. We rewrite the first of the two double integrals by changing the order of
integration,

I1 :=
∫ t

a
K(t, s, α, λ)

(∫ s

a
K(s, σ, α− β, λ) z(σ) dσ

)
ds

=
∫ t

a

(∫ t

σ
(Ψ(t)−Ψ(s))α−1(Ψ(s)−Ψ(σ))α−β−1 Ψ′(s) ds

)
×Ψ′(σ) e−λ(Ψ(t)−Ψ(σ)) z(σ) dσ.

In the inner integral, we substitute ξ = Ψ(s)−Ψ(σ)
Ψ(t)−Ψ(σ)

to obtain

∫ t

σ
(Ψ(t)−Ψ(s))α−1(Ψ(s)−Ψ(σ))α−β−1 Ψ′(s) ds

=
∫ 1

0
ξα−β−1(1− ξ)α−1 dξ (Ψ(t)−Ψ(σ))2α−β−1

= B(α− β, α) (Ψ(t)−Ψ(σ))2α−β−1,

where B(·, ·) is the Euler beta function. Thus,

I1 = B(α− β, α)
∫ t

a
K(t, σ, 2α− β, λ) z(σ) dσ.

Analogously, one can rewrite the other double integral

I2 :=
∫ t

a
K(t, s, α− β, λ)

(∫ s

a
K(s, σ, α− β, λ) z(σ) dσ

)
ds

= B(α− β, α− β)
∫ t

a
K(t, σ, 2(α− β), λ) z(σ) dσ.

Using the formula B(u, v) = Γ(u) Γ(v)
Γ(u+v) , from (37), we obtain

z(t) ≤ e−λΨ(t) |x0
a |+ 2P

∫ t

a
K(t, s, α, λ) z(s) ds + 2P

∫ t

a
K(t, s, α− β, λ) z(s) ds

+ ℵP
∫ t

a
K(t, s, 2α− β, λ) z(s) ds + ℵP

∫ t

a
K(t, s, 2(α− β), λ) z(s) ds, t ≥ a.
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Here, we use Γ(u) > 1 for all u ∈ (0, 1) along with the assumption of the theorem on α, β.

For w(t) = e
λΨ(t)

2 z(t), we have the following estimation

w(t) ≤ |x0
a |+ 2P

∫ t

a
K
(

t, s, α,
λ

2

)
w(s) ds + 2P

∫ t

a
K
(

t, s, α− β,
λ

2

)
w(s) ds

+ ℵP
∫ t

a
K
(

t, s, 2α− β,
λ

2

)
w(s) ds + ℵP

∫ t

a
K
(

t, s, 2(α− β),
λ

2

)
w(s) ds, t ≥ a.

Now, we apply Corollary 3 with any p, q > 1 satisfying its assumptions, and F(t) ≡ 1,
ω(u) ≡ u, Ω(v) = ln v

v0
for v0, v > 0, Ω−1(v) = v0 ev for v0 > 0, v ∈ R, b1,2 = 2P,

b3,4 = ℵP,

A = A(t) = 2q−1|x0
a |q, B = B(t) = 2q−1

(
n

∑
i=1

Mp,i bi

)q

,

Mp,1 =

Γ(p(α− 1) + 1)(
pλ
2

)p(α−1)+1


1/p

, Mp,2 =

Γ(p(α− β− 1) + 1)(
pλ
2

)p(α−β−1)+1


1/p

,

Mp,3 =

Γ(p(2α− β− 1) + 1)(
pλ
2

)p(2α−β−1)+1


1/p

, Mp,4 =

Γ(p(2α− 2β− 1) + 1)(
pλ
2

)p(2α−2β−1)+1


1/p

.

As a result, we obtain

w(t) ≤ A
1
q e

B Ψ(t)
q , t ≥ a,

or

|x(t)| ≤ z(t) = e−
λΨ(t)

2 w(t) ≤ 2
q−1

q |x0
a | e

(
B
q −

λ
2

)
Ψ(t), t ≥ a. (38)

Since B→ 0+ as P→ 0+, we can take P > 0 so small that B
q −

λ
2 < 0. Now, it only remains

to show that it is possible to find 0 < |x0
a | < δ so small that |x(t)| < δ and | CDβ,λ,Ψ

a x(t)| < δ
for all t ≥ a. Then, estimation (38) proves the statement.

Clearly, if |x0
a | < 2

1−q
q δ, then (38) assures that |x(t)| < δ for all t ≥ a, provided that

| CDβ,λ,Ψ
a x(t)| < δ for all t ≥ a. But from (36), we know that

| CDβ,λ,Ψ
a x(t)| ≤ 2

q−1
q |x0

a |+
ℵ

Γ(α− β)

∫ t

a
K(t, s, α− β, λ) 2

q−1
q |x0

a | ds

≤ 2
q−1

q |x0
a |
(

1 +
ℵ

λα−β

)
since ∫ t

a
K(t, s, α− β, λ) ds ≤ Γ(α− β)

λα−β

(for details, see (6)). Thus, it is sufficient to take |x0
a | < 2

1−q
q
(

1 + ℵ
λα−β

)−1
δ. This completes

the proof.

Remark 3. To be more precise, the latter proof works this way: one takes any P > 0 such that
B
q −

λ
2 < 0. This prescribes δ > 0 by the assumption of the theorem. Then, one uses |x0

a | > 0 so

small as desired at the end of the proof. The continuity of x(t) and CDβ,λ,Ψ
a x(t) assures that they

are smaller than δ on some interval [a, a + ε1) for ε1 > 0. Then, estimations (36) and (38) are
valid which makes |x(t)| and | CDβ,λ,Ψ

a x(t)| even smaller. So, we can extend the interval where the
estimations hold by another ε2 > 0, etc. Similar findings were obtained for the proofs of Theorems 5
and 6.
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4. Discussion

In this paper, we proved a new nonlinear version of the Henry–Gronwall-type integral
inequality involving tempered Ψ-Hilfer fractional integral. We also discussed its particular
cases, including the linear case, and proved a corollary for multiple fractional integrals of
this type. These results generalize the recently published Gronwall-type integral inequality
from [15], and present a natural step in the evolution of a new type of fractional calculus,
namely tempered Ψ-fractional calculus.

To illustrate the applicability of the integral inequalities, we considered blowing-up
solutions of initial value problems for differential equations with a tempered Ψ-Caputo
fractional derivative and the right side depending on time, the solution itself, its tempered
Ψ-Caputo fractional derivatives of lower orders, or tempered Ψ-Hilfer fractional integrals
of the solution. Sufficient conditions for the nonexistence of this type of solutions were
proven.

We also applied the new integral inequalities to prove sufficient conditions for the
Ψ-exponential stability of the trivial solution of differential equations with tempered Ψ-
Caputo fractional derivative and various right-hand sides.

Further stability results can be proven using our integral inequalities by considering
more difficult nonlinearities, e.g., depending on the Ψ-Hilfer fractional integrals of the
solution, or other kinds of fractional integrals and derivatives. Other possible applications
include controllability, observability, existence of solutions, and other asymptotic properties
of solutions.
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