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Abstract: Unmanned aerial vehicles (UAV) are being used for low altitude remote sensing for
thematic land classification using visible light and multi-spectral sensors. The objective of this
work was to investigate the use of UAV equipped with a compact spectrometer for land cover
classification. The UAV platform used was a DJI Flamewheel F550 hexacopter equipped with GPS
and Inertial Measurement Unit (IMU) navigation sensors, and a Raspberry Pi processor and camera
module. The spectrometer used was the FLAME-NIR, a near-infrared spectrometer for hyperspectral
measurements. RGB images and spectrometer data were captured simultaneously. As spectrometer
data do not provide continuous terrain coverage, the locations of their ground elliptical footprints
were determined from the bundle adjustment solution of the captured images. For each of the
spectrometer ground ellipses, the land cover signature at the footprint location was determined
to enable the characterization, identification, and classification of land cover elements. To attain a
continuous land cover classification map, spatial interpolation was carried out from the irregularly
distributed labeled spectrometer points. The accuracy of the classification was assessed using spatial
intersection with the object-based image classification performed using the RGB images. Results
show that in homogeneous land cover, like water, the accuracy of classification is 78% and in mixed
classes, like grass, trees and manmade features, the average accuracy is 50%, thus, indicating the
contribution of hyperspectral measurements of low altitude UAV-borne spectrometers to improve
land cover classification.
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1. Introduction and Objectives

In recent times, small UAV platforms have been extensively used for low altitude remote sensing
and thematic land cover classification, which is one of the main purposes of remote sensing. Usually,
light weight multispectral, hyperspectral and thermal imaging sensors are used. Recently, a growing
number of studies have been focusing on UAV-borne spectrometers, which are now becoming lighter
and more compact [1–4]. A spectrometer measures the spectral signatures of all ground features within
the sensor's field of view by analyzing the spectral characteristics of light radiation and breaking down
the incoming energy into different wavelengths. Because of the light weight and reliable performance
of the spectrometers, they are mounted on a UAV and used to capture data in several bands. While
the optical, multispectral and hyperspectral cameras capture several bands of the electromagnetic
spectrum and provide continuous gridded pixel area coverage, the spectrometer’s coverage consists of
single pixel footprints determined by its field of view; however, its high spectral resolution makes it a
good alternative to multispectral sensors. In this work, we present a land cover classification method
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using a UAV-borne spectrometer and a Raspberry pi camera mounted on the UAV. The UAV RGB
images provide the exterior orientation of the camera sensor and orthoimagery, which are used to
determine the position of the spectrometer and its ground footprint.

Currently, a growing number of studies have focused on object-based image classification techniques
for land-cover mapping using high resolution UAV imagery [5–8]. Object-based classification produced
higher accuracy than pixel-based classification [9]. Hence in this study, object-based image classification
has been used to validate the classification produced using spectrometer data.

2. Related Studies

An automated classification has been performed using a UAV combining hyper-spectral
radiometers and multi-spectral cameras to develop thematic maps based on the interaction of VIS-NIR
spectrometers with MSI cameras [8]. The data were analyzed using a modified unsupervised approach
based on a fast k-means algorithm. The resulting classification was used to derive thematic object
maps using a hybrid approach which combined the advantages of pixel and object-based algorithms.

The performance of new light-weight multispectral sensors for micro-UAV and their application
have been studied in agronomical research and precision farming applications [10,11]. Lightweight
multispectral and thermal imaging sensors have also been used for remote sensing vegetation from
UAV platforms [12]. Thermal imager and hyperspectral sensor in visible-NIR bands have been
used on fixed wing and quadcopter platforms [13,14]. UAS hyperspectral imagery has been used
for leaf area index estimation [15,16] while UAS thermal images have been used to monitor stream
temperatures [17] and roof heat losses [18].

A UAV-borne spectrometer was synchronized with a ground one to investigate the fast airborne
acquisition of hyperspectral measurements over large areas as a useful complement for conventional
field spectroscopy [1]. A UAV spectrometer system carried on an octocopter UAV has been developed as
part of a multi-sensor approach for multi-temporal assessment of crop parameters [19]. A lightweight
unmanned aerial vehicle (UAV)-based spectrometer system was employed to measure water
reflectance measured and assess environmental impacts [3]. The spectrometer has also been used to
compute the NDVI for agronomic applications [20] while a new method was developed to measure
reflectance factor anisotropy using a pushbroom spectrometer mounted on a multicopter UAV [21].
A lightweight hyperspectral mapping system (HYMSY) has been developed for rotor-based UAV to
study the prospects for agricultural mapping and monitoring applications [2]. The HYMSY was an
integration of a custom-made pushbroom spectrometer with a photogrammetric camera which is
synchronized to a miniature GPS-Inertial Navigation System. The performance of a new Fabry–Perot
interferometer-based (FPI) spectral camera has been investigated to collect spectrometric image blocks
with stereoscopic overlaps using light-weight UAV platforms [4]. The processing and use of this new
type of image data were explored to incorporate in precision agriculture.

However, we see that there are not much extensive studies on using UAV-borne spectrometers
along with optical camera for land use classification. While there are some studies on multispectral
and hyperspectral imaging spectrometers, there are no wide-ranging investigations on the use of single
point spectrometers in remote sensing. Also, most of the studies have focused on the application of
spectroscopy only in the visible range and not NIR spectroscopy [1–3]. To address these issues, in this
study, we present an approach to obtain land cover classification using a FLAME-NIR spectrometer
which has a preconfigured range from 950 to 1650 nm and a Raspberry pi camera mounted on the UAV.
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3. System Description

3.1. The Platform

The UAV platform was the DJI Flamewheel F550 which was a battery powered vertical take-off
and landing (VTOL) UAV with six coaxial motors with a total mass of 2.3 kg, including the payloads
and landing gear. The sensor payloads were a FLAME-NIR spectrometer manufactured by Ocean
Optics and a Raspberry Pi camera pointing in the nadir direction. The spectrometer and camera module
were integrated into a single mount and linked together to a Raspberry Pi 3 computer, which served
to run each system and store the data for post-processing, as shown in Figure 1. The spectrometer
and the camera were mounted on the forward side of the UAV and below the arms on the landing
gear. The battery for the UAV flight was mounted on the gear and on the opposite side of the payload
making the system balanced. Prior to the flight, the UAV was properly balanced by sliding the battery
mount along the rails of the landing gear.

Figure 1. DJI Flamewheel F550 UAV platform with mounted FLAME-NIR spectrometer, Raspberry Pi
processor, and camera module.

The FLAME-NIR spectrometer was fitted with an Ocean Optics 74-DA collimating lens at the
entrance slit for capturing the incident light. It weighs 265 g and acquires hyperspectral measurements
by operating in the 927 nm to 1658 nm near infrared (NIR) spectral region, with spectral resolution less
than 10 nm. The collimating lens has a focal length of 5 mm and a diameter of 10 mm, corresponding
to a field of view of 5◦ × 2.5◦ due to the slit size of 1 mm × 25 µm. The Raspberry Pi camera module
version 2.1 included a sensor with a rectangular 62.2◦ × 48.8◦ field of view and a focal length of
3.04 mm which was used to capture optical imagery.

3.2. Spectrometer Radiometric Calibration

The radiometric calibration of FLAME-NIR spectrometers involves relating the energy received by
the instrument to the number of detector counts measured by the detector electronics of the instrument.
It is performed using the SpectraSuite spectrometer operating software [22] with the help of a calibrated
light source (DH 2000-CAL), and an off-axis parabolic mirror (OAP) as shown in Figure 2.
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Figure 2. Laboratory setup of spectrometer radiometric calibration.

The light is collimated from the lamp using OAP in the direction of the spectrometer.
The spectrometer mounted on a rotation stage is placed in the line of the collimated light. The rotation
stage is used to rotate the spectrometer so that its optics are perpendicular to the collimated light.
Initially, the instrument settings, such as exposure time, are set to high values in order to saturate the
instrument to easily detect the instrument reaching the correct orientation as it is rotated. The data
from the spectrometer is monitored as it is rotated using the rotation stage to ensure that all the pixels
of the detector reach maximum saturation. At the point that all the pixels reach maximum saturation,
the instrument is properly aligned relative to the collimated light and the calibration can be performed.
While the calibration process is being performed, a non-reflective black foil is used to surround the
lamp and mirror in order to reduce the effect of the stray on the calibration. The use of a calibrated
lamp and off-axis parabolic mirror for collimation is a common technique for the calibration of infrared
detectors, as described in [23].

Once the spectrometer was in the correct orientation, data was collected using the spectrometer at
a series of instrument settings at which two criteria were met:

- the instrument was not saturated at all pixels.
- the number of counts on the detector was distinguishable from background noise signal at

all pixels.

The calibration equations used are based on the assumption that the irradiance M of the ORIEL
SN7~1993 calibrated lamp can be treated as a point source. The irradiance of the lamp is provided by
Newport at a distance 1 = 50 cm, which is then adjusted using the inverse square law to the reflected
focal length RFL of the OAP mirror, as this is the distance between the lamp and the center of the
mirror in the experimental setup. Further scaling of the irradiance is then performed to take into
account the reflectance α_OAP of the OAP mirror, which is a function of wavelength, and the angle θ

between the OAP mirror and the spectrometer field of view (FOV). The irradiance is then converted to
energy by multiplying it by the exposure time setting of the instrument.

Radiometric calibration was performed by dropping the power from the lamp to 250 W, 500 W,
and 750 W so that adequate quantities of data at different exposure time settings could be obtained.
The irradiance of the lamp was assumed to scale linearly with reduced power, i.e., the irradiance curve
of the lamp was scaled by the ratio of output power over 1000 W. For each data set, 1000 spectral
measurements were made with the FLAME-NIR, resulting in a total of eight data sets. Six data sets
were acquired at varying exposure times but with a lamp output power of 250 W, while the remaining
data sets were acquired with a lamp output power of 500 W and 750 W, respectively. This proportion
of data sets were selected because at 500 W and 750 W, there was a high level of saturation at any
exposure time setting greater than 1 ms. A spectral exposure per detector count conversion function
was computed for the FLAME-NIR and is shown in Figure 3.
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Figure 3. Conversion functions for FLAME-NIR spectrometer.

The conversion function shown in Figure 3 is the mean of all the conversion functions computed
for each measurement of each data set. The curve deviation from the theoretical blackbody curve, peaks
within 1300 nm and 1400 nm, is attributed to errors caused by the diffraction grating, spectrometer
lens, off-axis parabolic mirror, and detector quantum efficiency.

4. Study Area and Data Collection

The field campaign was conducted near Chaffey’s lock, Ontario, Canada, on 5 November 2016.
The test area was about 200 m × 100 m. UAV RGB images and spectrometer data were collected
through five flights under clear sky conditions with FLAME-NIR spectral measurements and optical
RGB images acquired at regular intervals one spectrometer measurement being made followed by
a corresponding camera image being taken. Spectral measurements were acquired at an exposure
time setting of 750 ms based on ground experiments conducted prior to the actual flight on different
surfaces to avoid saturation and be able to detect reflection changes and provide a clear difference
signal between measurements made over different land cover features such as land and water.

The flying height was about 40 m above ground. The flight altitude was selected mainly based on
having better visual contact for operating the UAV and be below the allowable ceiling of 90 m. It also
allowed for a larger number of images and denser spectrometer footprint coverage. This also resulted
in a denser digital surface model from a dense image matching process. At the start of acquisition of
each data set, the UAV needed to acquire GPS satellite signals before it would begin its flight. A white
panel was used to test suitable spectrometer exposure time settings prior to the airborne campaign.
This process involved setting the white panel on the ground and moving the spectrometer over it
multiple times at differing exposure time settings in order to determine which settings provided strong
signals without saturating the instrument detector.

5. Methodology

The collected data were processed and utilized for land cover classification following a workflow
as shown in Figure 4. Each process is explained in detail in the following sections.



Drones 2018, 2, 16 6 of 14

Figure 4. Workflow of the data processing.

5.1. Camera Pose Estimation

Agisoft PhotoScan [24] was used to process the RGB images. The total number of images were 294
with resolution 2592 × 1944 pixels. Camera calibration was incorporated into the adjustment solution.
The exterior orientation parameters of 268 images were estimated using bundle adjustment based
on a local reference system defined by the ground control points. The control points RMSE were 3.5,
2.2 and 3.5 cm, respectively, in X, Y, and Z. One check point was used with error 3.5 cm in X, 2.2 cm
in Y and 3.5 cm in Z, respectively. A very dense Digital Surface Model (DSM) was generated with
853 points/m2 and the final orthoimage mosaic was generated at 2 cm spatial resolution. The camera
locations plotted on the orthoimage mosaic are shown in Figure 5.
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Figure 5. Camera locations on the orthoimage mosaic.

5.2. Spectrometer Positioning and Footprint Determination

The spatial geometry of the camera and spectrometer in the mounting system was used to estimate
the ground location of the spectrometer field of view (FOV) with respect to the camera ground FOV.
The relative geometry of the Raspberry Pi camera module analogous to that of the FLAME-NIR
spectrometer and their corresponding rectangular and elliptical fields of view are shown in Figure 6.
The center of the field of view of the FLAME-NIR is offset from the center of the camera image by
offsets ∆X, ∆Y, and ∆Z, which are measured values from the design of the mounting system. Angles
θX and θY are the Raspberry Pi camera field of view angles of 62.2◦ and 48.8◦ respectively, while α and
β are the spectrometer field of view angles of 2.5◦ and 5◦ respectively due to the 74-DA lens. The areas
on the ground covered by the lenses of the camera, (2LX by 2LY), and of the spectrometer, (major and
minor axes 2LA and 2LC of the ellipse), were calculated using the flying height H of the camera above
the ground and the angular fields of view of the two sensors.

The location and size of the spectrometer footprint were determined using the linear offsets
between the camera module and spectrometer, exterior orientation parameters of the RGB images,
and the optical geometry of the spectrometer. The orientation of the major axis of the spectrometer’s
footprint ellipse was estimated using the kappa orientation angle of the image. Since the flying height
above ground is low and the magnitude of the omega and phi angles was quite small, their effect was
not taken into account. Similarly, the DSM was not used as the topographic relief of the area was very
small and, therefore, flat terrain surface was assumed.

The lengths LA and LC of the ground elliptical footprint of the spectrometer corresponding to the
semi-major and semi-minor axes in the along-flight and cross-flight directions, respectively are given
by:

LA = (H + ∆Z) tan ( β
2 )

LC = (H + ∆Z) tan ( α
2 )

At 40 m flying height, the lengths of the major and minor axes were about 3.50 m and 1.75 m,
respectively. The locations of the spectrometer footprints are shown in Figure 7.
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Figure 6. FLAME-NIR spectrometer and Raspberry Pi camera payload geometry.

Figure 7. Locations of the spectrometer footprints.

5.3. Spectrometer Spectral Signatures

For each of the spectrometer ground ellipses, the spectral exposure is calculated by multiplying
the detector counts with the conversion function computed from the spectrometer calibration.
The calculated spectral exposure was plotted against wavelength indicating the land cover signature
at the footprint location which is shown in Figure 8. The labeling of the plot was based on a-priori
information and visual inspection of the corresponding RGB image. Based on these signature plots,
various land cover elements such as grass, water, tree and manmade features could be distinguished.
Trees and grass exhibit similar behavior throughout the NIR region with a drastic fall in detector
counts around 1100 nm and 1340 nm due to water content. During analysis, the values were capped at
1340 nm wavelength since all land cover classes exhibited similar responses beyond it.
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Figure 8. Spectral Exposures of various land cover elements.

5.4. Signature Matching and Assessment

For the purpose of training, three to five sample spectrometer ellipses were identified for each
land cover class which had homogeneous footprint coverage. Spectral exposure was calculated and
the average values were used as training samples. Then, the spectral exposure of all ellipse footprints
was matched to the training samples by means of Root Mean Square Error (RMSE) and their centers
were labeled, thus, generating a set of irregular land cover points. The spectrometer points are overlaid
on the RGB orthomosaic as shown in Figure 9. The accuracy of the matching was assessed based on
confusion matrix which is shown in Table 1. Overall accuracy, false positives, and negatives were
obtained from the confusion matrix. The overall accuracy was estimated to be 81.18%.

Figure 9. Spectrometer points representing various land cover elements.
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Table 1. Confusion matrix and accuracy assessment.

Labelled Spectrometer Points

Truth by visual
interpretation

Class Grass Water Tree Manmade Total
Grass 81 3 1 11 96
Water 0 85 0 0 85
Tree 8 2 18 5 33

Manmade 13 4 1 23 41
Total 102 94 20 39 255

Class Grass Water Tree Manmade
Errors of Omission/False negative 15.62% 0% 45.45% 43.9%

Errors of Commission/False positive 20.59% 9.57% 10% 41.02%

Overall Accuracy 81.18%

5.5. Land Cover Classification and Assessment

As spectrometer data do not provide continuous terrain coverage; spatial interpolation was
carried out using the inverse distance weighted technique from the irregularly distributed labeled
spectrometer points, thus, generating a continuous land cover classification map of 20 cm resolution,
as shown in Figure 10. Before interpolation, a visual assessment was done to remove the outliers.
During processing, the extent of interpolation was limited to the region where the spectrometer points
were concentrated as shown by the red bounding box in Figure 9.

Figure 10. Classification map produced by interpolation of labeled spectrometer points.

Object Based Land Cover Classification Using RGB Images

The RGB images acquired during the flight were used to generate an object-based land cover
classification map to validate the classification map produced by the interpolation of labeled
spectrometer points. The classification was executed in two stages, imagery segmentation and object
classification. The imagery segmentation of the RGB orthomosaic was performed with SAGA [25].
This software implements image segmentation using a seeded region growing algorithm. It was then
followed by object classification using a maximum likelihood classifier for which the training areas
were chosen based on a-priori knowledge. The resulting classification map is shown in Figure 11.
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Figure 11. Classification map produced by object-based image segmentation.

6. Results and Discussion

The generated object-based image segmentation was used as reference land cover to assess
the accuracy of the classification map produced by the interpolation of labeled spectrometer points.
For this purpose, spatial overlay operation was carried out between the two classification map layers to
compute the spatially intersected (common) land cover regions between them. The land cover classes
on the spectrometer classification intersecting with different classes on object-based classification are
shown in Figure 12 and the cross-tabulated area of the intersecting classes is shown in Table 2.

Figure 12. Intersecting land cover classes.

Table 2. Cross-tabulation of the area of intersecting classes.

Object-Based Classification

Spectrometer
classification

Class Grass (%) Water (%) Trees (%) Manmade (%)
Grass (%) 58 2 13 11
Water (%) 0 78 10 6
Trees (%) 6 5 48 15

Manmade (%) 6 13 4 45

The percentage of the areas of grass, water, trees and manmade classes overlapped in both
classification methods was 58%, 78%, 48% and 45%, respectively. We see that 12% of the area in
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grass, 20% in water, 27% in trees and 32% in manmade features are misclassified. The percentage of
the overlapped area of water was reasonable as the result of the homogeneity in the class whereas the
land in the study area was quite heterogeneous with diverse trees and manmade features which could
not be captured well by the spectrometer footprints. The roads being a linear feature and since the
spectrometer data collected over the roads were few, the interpolation of spectrometer points was not
effective in classifying the roads.

7. Concluding Remarks

This work presents the use of a lightweight compact UAV spectrometer for land cover
classification. Photogrammetric bundle adjustment solution from the RGB images was used to define
the size and location of the spectrometer footprints. For each of the spectrometer ground ellipses,
the land cover signature at the footprint location was determined based on which different land cover
elements were distinguished. Spatial interpolation was executed on the land cover spectrometer points
to obtain a thematic land cover classification map. The accuracy of the classification map was assessed
using spatial intersection with the object-based classification performed using RGB images. Based on
the preliminary results, it is observed that in homogeneous land cover, such as water, the classification
accuracy is 78% while in mixed land cover, such as grass, trees and manmade features, the average
accuracy is 50% showing that hyperspectral data from low altitude UAV-borne spectrometers can be
used effectively to achieve thematic land cover classification. Further investigation can be carried
out on using different graph matching techniques for signature matching for spectrometer footprints.
Since object-based image classification has some unknown classes in itself, some ground truth points
could be collected to better evaluate the accuracy of classification using spectrometer points. Also, it is
suggested to collect more spectrometer data, especially on heterogeneous land cover areas so that the
elliptical footprints are denser which can improve spatial interpolation.
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