Article

# Predefined Location Formation: Keeping Control for UAV Clusters Based on Monte Carlo Strategy 

Shuzhen Li ${ }^{1}$, Yuzhe Li ${ }^{1}$, Junlin Zhu ${ }^{2}$ and Bin Liu ${ }^{1, *(\mathbb{D}}$<br>1 School of Physics and Optoelectronics, Xiangtan University, Xiangtan 411105, China<br>2 School of Mathematics and Computational Science, Xiangtan University, Xiangtan 411105, China<br>* Correspondence: liubin@xtu.edu.cn

## check for updates

Citation: Li, S.; Li, Y.; Zhu, J.; Liu, B. Predefined Location Formation: Keeping Control for UAV Clusters Based on Monte Carlo Strategy.
Drones 2023, 7, 29. https://doi.org/ 10.3390/drones7010029

Academic Editor: Shiva Raj Pokhrel
Received: 29 November 2022
Revised: 25 December 2022
Accepted: 28 December 2022
Published: 31 December 2022


[^0]
#### Abstract

UAV formation keeping is an important research element due to its cooperative formation control. This study proposes a passive positioning model for UAVs based on the Monte Carlo strategy and provides a trajectory programming decision scheme based on the predicted calculation of deviated UAV predefined endpoint locations, effectively improving the efficiency of UAVs performing formation-keeping tasks during flight. Then, the simulation after sampling by Gaussian distribution is used to obtain the trajectory planning under simultaneous control of multiple cluster formations, and the feasibility, accuracy and stability of the proposed model are verified. This study provides useful guidance for UAV formation control applications.
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## 1. Introduction

In recent years, UAVs have been used in a wide range of military and civilian applications, such as for air transport [1], communication in areas affected by natural disasters [2], search and rescue [3], and magnetic measurements [4]. UAV formation flying is an organizational model in which multiple UAVs are arranged in a certain formation and assigned according to the mission requirements when performing search and rescue, surveillance or coverage control missions [3,5]. Its central concern is to keep the prescribed formation and fully utilize the aircraft's performance [6]. This requires positioning adjustments for the UAV in flight. The passive location uses the UAV's signals for location rather than the UAV actively transmitting signals, which reduces the requirements for equipment and scenarios [7]. The more stations there are located in the area, the higher their positioning accuracy and the more flexible they are in applications [8]. Passive location technology has gradually become a trend in the field of air shows or electronic countermeasures.

UAV formation keeping is an integral part of UAV formation flight, and its essence is an optimization problem. When designing a formation keeping adjustment scheme for a UAV, its formation flight pattern is first determined. Then, an optimal UAV scheduling solution for returning UAVs to standard formation positions for formation flight is created based on the deviation of relative location and relative angle. UAV clusters can achieve effective and accurate location of UAVs by using four-station passive location [9]. The other signals except for the signals emitted by these four UAVs are all electromagnetic interference. The current electromagnetic environment is becoming increasingly complex. To avoid interference from external signals, UAVs should maintain electromagnetic silence as much as possible and emit fewer electromagnetic wave signals to the outside [10].

Yao et al. [11] proposed an algorithm based on perturbed fluid and trajectory propagation to solve the three-dimensional path planning problem of UAVs in static environments. A.C. and D.D. [12] proposed a three-dimensional path planning scheme for UAVs based on the Reverse Firefly Swarm Optimization (RGSO) algorithm, based on which the trajectories were further optimized and smoothed to determine the trajectory planning of UAVs. All of
these studies are good at providing a method for UAV trajectory planning or waypoint assignment, which improves the efficiency of UAVs to perform certain tasks. However, there remain very few research results on these topics in order to enable the precise control of the formation time during a quadrotor UAV cluster mission execution, so that the quadrotor UAV cluster can form the desired formation shape efficiently within a predetermined time, or precisely control the beginning and end positions of the UAVs during flight for a period of time to achieve the effect of that the UAVs maintaining a certain formation shape and not deviating from it. Wu et al. [13] studied the use of genetic algorithms mixed with simulated annealing algorithms for the beginning and end locations of UAVs and the planning of the trajectory decision scheme during UAV formation transformation, effectively reducing the UAV computation time. However, they did not consider the study and path planning of the beginning and end locations of the trajectory when the deviating UAV maintains its formation. Li et al. [14] introduced the concept of "predefined time" in their study of UAV formation control and determined a method for calculating stable and accurate predicted time bounds for UAV trajectory planning during formation-keeping missions. However, they did not consider the effect of the initial location where the UAV deviation occurred versus the predicted focus location of the UAV target obtained on the trajectory planning. Inspired by the above discussion, this study focuses on the optimization of the target focus location in the formation keeping trajectory during UAV flight and the corresponding trajectory planning within a certain time frame.

First, to keep the UAV as electromagnetically silent as possible, we established an innovative control method for the transformed leader-follower method with the smallest total electromagnetic wave signal emitted by the UAV as the objective function. Then, we used the circular formation flight pattern as the fundamental research object, and the error in follower UAVs' coordinates as the objective function and built the optimization model to make the UAV location error as small as possible and obtained the precise location for the follower adjustment. Then, this study determines the location adjustment trajectory to be maintained by the UAV formation by considering how to make the change in speed and force smooth when the UAV location changes. To verify the accuracy and stability of the model, we sampled the ideal location coordinates of the follower with Gaussian distribution [15], substituted the initial coordinate data of the random UAV to be adjusted into the model for analysis and verification, and obtained the precise location of the follower adjustment and the control method of the transformed leader-follower method. Finally, this study is extended based on circular formation flight patterns and discusses passive location models for different shape formation flight patterns. The architecture of the paper is organized as follows. Section 2 presents three models: a model for continuous UAV assignment under complex constraints based on the transformed leader-follower method; a model for UAV location adjustment to determine the target location under UAV formation keeping; and a model for trajectory planning to enable UAV formation keeping. Section 3 integrates a set of data from the dataset obtained from Gaussian distribution sampling into the above model for simulation to verify the accuracy of the model. Section 4 obtains the simulation results of the empirical analysis and performs a sensitivity analysis of the weights of distance deviation and angle deviation to determine the accuracy of the model. Section 5 discusses the impact of algorithm computational complexity and battery consumption on the efficiency of UAVs performing formation-keeping tasks. This study provides a decision scheme that enables more accurate target waypoint locations for track planning for UAV cluster formation maintenance and makes UAV adjustment more efficient.

## 2. Establishment of the Model: Take Circular Formation Flight as an Example

Since other flight formation patterns with different numbers of UAVs can be converted into a combination of several circles, for the convenience of the modeling and analyzing, we assume that $m$ UAVs are flying in a circular formation at the same altitude. Among these $m$ UAVs, one UAV (FY00) is located in the center of the circular formation, and the remaining UAVs (FY01-FY0m-1) are evenly distributed on a certain circumference. The
radius of the circumference is $R$. The UAV adjusts its location using a purely azimuthal passive location method. This method involves a few UAVs in the formation transmitting signals and the rest passively receiving them, and the received direction information is the angle between the lines of a UAV receiving the signal and the UAVs transmitting the signals. To maintain the formation of the UAV clusters in flight, the following model was developed in this study.

### 2.1. Assumptions of the Model

Assumption 1. Assuming that the UAVs all remain at the same altitude.
Assumption 2. Assuming that the UAV clusters make a uniform flight with speed $v$.
Assumption 3. Assuming that the locations of UAV FY00 and FY01 are always in standard position coordinates.

### 2.2. The Establishment of the Transformed Leader-Follower Model

This model considers a reasonable UAV location adjustment scheme so that the $m-1$ UAVs except for FY00 are finally evenly distributed on the circumference. The two elements of whether the UAV transmits or receives signals, and the position deviation are considered together, i.e., the distance between every two UAVs is simply considered as a weight, and the UAV location adjustment scheme is determined under reasonable constraints based on the assignment problem in $0-1$ programming [16]. Assuming that the position of the $i \mathrm{UAV}$ at the $n$th moment is expressed in polar coordinates as $\left(\rho_{i}^{n}, \theta_{i}^{n}\right)$, the coordinates of the $i$ UAV at the next moment (after adjustment) are expressed as $\left(\rho_{i}^{n+1}, \theta_{i}^{n+1}\right)$, where $i=1,2, \cdots, m-1$. The two position coordinates are obtained from the polar coordinate system established at different moments with the UAV FY00 position coordinates as the center of the circle, and the line connecting UAV FY00 and FY01 as the horizontal axis.

The model introduces two factors to determine whether the UAV is the leader (UAVs that transmit signals) or follower (UAVs that receive signals) when in formation: one is the deviation tendency factor $\varepsilon_{i}$ and the other is the distance tendency factor $\xi_{i j}$, where $i=1,2, \cdots, m-1, j=2,3, \cdots, m-1 . \varepsilon_{i}$ is the degree of deviation of the UAV from its standard location and reflects the priority of the UAV to receive dispatch. $\xi_{i j}$ is the weight of the distance length of the two UAVs on the circumference, reflecting the trade-off between the leader UAVs in the special case where the two transmitting signal UAVs have a small difference in deviation tendency factor but a large difference in distance from the adjusted UAV. This model considers preferentially using the UAV with a smaller deviation tendency factor and distance tendency factor to adjust the other UAVs.

- Determination of deviation tendency factor $\varepsilon_{i}$

Since the UAV FY01 is already in a standard position, we do not consider it to receive signals. Let a random variable be:
$t_{i, j-1}= \begin{cases}1 & j \mathrm{UAV} \text { receives the signal transmitted by } i \mathrm{UAV} i=1,2, \cdots, m-1 \\ 0 & j \mathrm{UAV} \text { does not receive the signal transmitted by } i \mathrm{UAV} j=2,3, \cdots, m-1\end{cases}$
where $t_{21}=t_{32}=\cdots=t_{m-1, m-2}=0$.
The initial location of each UAV has some deviation from its standard location. This model prioritizes the adjustment of UAVs with larger location deviations using UAVs with smaller location deviations. The deviation tendency factor depends on the distance deviation and angle deviation of this UAV. The former is the distance of the point from the center of the circle. The latter is the angle between the line of the point and the center of the circle and the horizontal direction.

Let the weights of distance deviation and angle deviation be $P_{1}$ and $P_{2}$, respectively. $\varepsilon_{i}$ is the sum of distance deviation and angle deviation of $m-1$ UAVs. According to the
different weights of distance deviation and angle deviation, the following equation can be obtained.

$$
\begin{equation*}
\varepsilon_{i}=\sum_{i=1}^{m-1}\left(P_{1}\left|\rho_{i}^{n}-R\right|+P_{2}\left|\theta_{i}^{n}-\frac{360}{m-1}(i-1)\right|\right) \tag{1}
\end{equation*}
$$

The standard deviation method is usually used in determining the weights of two indicators. The greater the standard deviation of an indicator, the greater the variability of the indicator value, the greater the amount of information provided, the greater the role in the comprehensive evaluation, and the greater the weight of the indicator [17].

Because of the difference in the magnitude of the distance and angle, to eliminate the influence of the magnitude, the data need to be standardized [18]. In normalization, for the convenience of calculation, we define the arc length of the $i$ th UAV as the length of the arc formed by the $i$ th UAV and its neighboring previous UAV, and use this to replace the calculation of the angle weight. The arc length formula $l=\theta \times \pi \times r / 180$ can be used to convert the angle of the central angle of the circle into the corresponding arc length, thus the two sets of data have the same magnitude. In this case, the standard value of the distance between the UAV and the center of the circle is $d^{\prime}=R$, and the standard value of the arc length is $l^{\prime}=\frac{360}{m-1} \times \pi \times r / 180$. After eliminating the effect of dimensionality, the standard deviations $\sigma_{1}, \sigma_{2}$ of the standardized distance (polar diameter) and angle (polar angle) are calculated separately to determine the weights of the two indicators.

Generally, for the purpose of data processing, the data are usually mapped to the range of 0 to 1 , which is the normalization of the data. This makes the processing easier and faster. Therefore, the largest value of $\varepsilon_{i}$ corresponding to the $m-1$ UAVs obtained, needs to be recorded as 1 , and the rest are scaled down equally so that all $\varepsilon_{i}$ lie in the range of zero to one.

- Determination of distance tendency factor $\xi_{i j}$

When the deviation tendency factors of two UAVs are similar, the UAV that is relatively close to the UAV being adjusted is considered for adjustment-that is, to minimize the distance tendency factor of the UAV.

$$
\begin{equation*}
\xi_{i j}=\min \{|j-i|,|(m-1)-(j-i)|\} \tag{2}
\end{equation*}
$$

In order to make the adjustment scheme more reasonable, we need to keep the number of wires between the transmitting signal and the receiving UAV as small as possible. That is, the UAV should maintain electromagnetic silence as much as possible, with fewer electromagnetic wave signals to avoid interference from outside signals. This model considers the deviation propensity factor and the distance propensity factor, and defines the product of the two with $t_{i, j-1}$ as the amount of information, from which the objective function can be obtained as follows.

$$
\begin{equation*}
\min \sum_{i=1}^{m-1} \sum_{j=2}^{m-1} \varepsilon_{i} \cdot \xi_{i j} \cdot t_{i, j-1} \tag{3}
\end{equation*}
$$

This model considers the need to keep the UAVs as electromagnetically silent as possible so that up to three UAVs on the circumference transmit signals in a single attempt. The effective location of the UAV cannot be obtained when there is only one UAV transmitting signals on the circumference, so we consider two or three UAVs transmitting signals on the circumference. Theoretically, with a greater the degree of deviation, the UAV needs to be adjusted by the increased number of UAVs. This model prioritizes the adjustment of UAVs with a greater degree of deviation from the standard location. The distance factor of the two factors in position deviation is given priority, and angle deviation is considered when the distance deviation is the same.

Based on the above objectives and constraints, the $0-1$ programming model is developed as follows.

$$
\begin{gather*}
\min \sum_{i=1}^{m-1} \sum_{j=2}^{m-1} \varepsilon_{i} \cdot \xi_{i j} \cdot t_{i, j-1}  \tag{4}\\
\text { s.t. }\left\{\begin{array}{c}
t_{21}=t_{32}=\cdots=t_{m-1, m-2}=0 \\
t_{i, j-1} \in\{0,1\}
\end{array}\right.
\end{gather*}
$$

### 2.3. The Establishment of the UAV Location Adjustment Model

When the adjusted UAV's location is closer to its standard location, the adjustment scheme is more reasonable. The objective function can be obtained as follows.

$$
\begin{equation*}
\min \sum_{i=1}^{m-1}\left(P_{1}\left|\rho_{i}^{n+1}-R\right|+P_{2}\left|\theta_{i}^{n+1}-\frac{360}{m-1}(i-1)\right|\right) \tag{5}
\end{equation*}
$$

The constraint is that the distance deviation and angle deviation of the UAV after adjustment are less than its deviation before adjustment. According to the Gaussian distribution Law, there will be a small number of UAVs with large initial distance deviation or large initial angle deviation. Therefore, it is necessary to introduce the correction coefficient $k$ for distance deviation or angle deviation with large deviation to reduce the impact of excessive deviation on the results.

Based on the above objectives and constraints, the model is developed as follows.

$$
\begin{align*}
& \min \sum_{i=1}^{m-1}\left(P_{1}\left|\rho_{i}^{n+1}-R\right|+P_{2}\left|\theta_{i}^{n+1}-\frac{360}{m-1}(i-1)\right|\right) \\
& \text { s.t. }\left\{\begin{array}{r}
\left|\rho_{i}^{n+1}-R\right| \leq\left|\rho_{i}^{n}-R\right| \cdot k_{1} \\
\left|\theta_{i}^{n+1}-\frac{360}{m-1}(i-1)\right| \leq\left|\theta_{i}^{n}-\frac{360}{m-1}(i-1)\right| \cdot k_{2}
\end{array}\right. \tag{6}
\end{align*}
$$

### 2.4. The UAV Location Adjustment Trajectory Planning Model

### 2.4.1. Minimum-Jerk Trajectory Planning

The displacement function of the UAV for location adjustment can be expressed in vector form as $r(t)=\binom{x(t)}{y(t)}$.

Let there be a total of $\lambda+1$ waypoints including the adjustment start and end points when the UAV is making location adjustments. At the moment $T_{k}$, each UAV needs to reach the corresponding position coordinates obtained from the UAV location adjustment model in Section 2.3 of this study. We define it as the kth waypoint $R_{k} \cdot R_{1}$ represents the starting point of the location adjustment performed by the UAV, and $R_{n+1}$ represents the end point of the location adjustment performed by the UAV. We record the waypoints as:

$$
\begin{equation*}
R_{k}\left(T_{k}\right)=\binom{X_{k}}{Y_{k}}, k=1,2, \cdots, \lambda, \lambda+1 \tag{7}
\end{equation*}
$$

Thus, we divide the trajectory of the UAV location adjustment, i.e., the route to be planned, into $\lambda$ segments.

In this study, the minimum-jerk trajectory planning proposed by Vijay Kumar is used to find the optimal path for UAV location adjustment [19,20]. Jitter in the desired UAV trajectory can adversely affect the performance of the manipulator's tracking control algorithm [21]. To reduce this effect, it is important to make the change in UAV output force as smooth as possible, i.e., to make the change in UAV acceleration as smooth as possible, so that the jerk of the UAV is minimized.

Obtaining minimum jerk involves making the action $S$ of the following equation obtain a minimal value.

$$
\begin{equation*}
S=\int_{\text {initial }}^{f i n a l} L(r, \dot{r}, \ddot{r}, \dddot{r}) d t=\int_{\text {initial }}^{\text {final }} L(\dddot{r})^{2} d t \tag{8}
\end{equation*}
$$

Extending the Euler-Lagrange equation, the following equation can be obtained.

$$
\begin{equation*}
\frac{\partial L}{\partial r}-\frac{d}{d t} \frac{\partial L}{\partial \dot{r}}+\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial \ddot{r}}-\frac{d^{3}}{d t^{3}} \frac{\partial L}{\partial \dddot{r}}=0 \tag{9}
\end{equation*}
$$

Substituting $L=(\dddot{r})^{2}$ into the above equation, the path to obtain the jerk minimization needs to satisfy:

$$
\begin{equation*}
\frac{d^{6} r}{d t^{6}}=0 \tag{10}
\end{equation*}
$$

The above equation shows that the displacement functions $x(t)$ and $y(t)$ between every two adjacent waypoints can be described by a fifth-order polynomial.

The motion of the UAV in $x$ dimensions, between the kth waypoint and the $(k+1)$ th waypoint, has the following relation.

$$
\begin{equation*}
x_{t}(k)=a_{k} t^{5}+b_{k} t^{4}+c_{k} t^{3}+d_{k} t^{2}+e_{k} t+f_{k} \tag{11}
\end{equation*}
$$

There are $\lambda$ segments of the route to be planned, and each segment will have six pending coefficients, so this route planning will have $6 \lambda$ parameters to be solved for.

### 2.4.2. Solving for Parameters

- At the beginning and end of each segment, each UAV needs to reach the identified coordinates of the corresponding position, i.e., the corresponding polynomial function must give coordinates that coincide with the waypoint.

$$
\left\{\begin{array}{rl}
x_{k}\left(T_{k}\right) & =X_{k}  \tag{12}\\
x_{k}\left(T_{k+1}\right) & =X_{k+1}^{\prime}
\end{array}, \quad k=1,2, \cdots, \lambda\right.
$$

The above equation expands a total of $2 \lambda$ equations.

- When the UAV performs location adjustment, the initial and final velocity of the flight are both v , and the initial and final acceleration are both zero.

$$
\left\{\begin{array}{l}
x_{1}^{\prime}\left(T_{1}\right)=x_{\lambda}^{\prime}\left(T_{\lambda+1}\right)=v  \tag{13}\\
x_{1}^{\prime \prime}\left(T_{1}\right)=x_{\lambda}^{\prime \prime}\left(T_{\lambda+1}\right)=0
\end{array}\right.
$$

The above equation expands a total of 4 equations.

- The articulation of the kth segment and the $(k+1)$ th segment should be silky smooth, and there should be no abrupt changes in velocity and acceleration.

$$
\left\{\begin{array}{l}
x_{k}^{\prime}\left(T_{k+1}\right)-x_{k+1}^{\prime}\left(T_{k+1}\right)=0  \tag{14}\\
x_{k}^{\prime \prime}\left(T_{k+1}\right)-x_{k+1}^{\prime \prime}\left(T_{k+1}\right)=0^{\prime}
\end{array} \quad k=1,2, \cdots, \lambda-1\right.
$$

The above equation expands a total of $2(\lambda-1)$ equations.

- To ensure further that the moment output can vary smoothly, the continuity of the third- and fourth-order derivatives on the segment boundary needs to be constrained.

$$
\left\{\begin{array}{l}
x_{k}^{\prime \prime \prime}\left(T_{k+1}\right)-x_{k+1}^{\prime \prime \prime}\left(T_{k+1}\right)=0  \tag{15}\\
x_{k}^{\prime \prime \prime}\left(T_{k+1}\right)-x_{k+1}^{\prime \prime \prime \prime}\left(T_{k+1}\right)=0^{\prime}
\end{array} \quad k=1,2, \cdots, \lambda-1\right.
$$

The above equation expands a total of $2(\lambda-1)$ equations.
From the above analysis, we can establish a total of $6 \lambda$ equations, from which we can solve the values of each parameter and determine the motion trajectory of the UAV in $x$ dimensions. The motion planning of each dimension in UAV flight can be seen being as independent of each other. Therefore, the motion planning for the remaining dimensions can be derived in the same way.

## 3. Empirical Analysis

### 3.1. UAV Location Adjustment

This study assumes that 10 UAVs fly in a circular formation, with one UAV (FY00) at the center of the circle and the remaining nine UAVs (FY01-FY09) evenly distributed around the circumference of the circle with a radius of 100 m . The coordinates of the UAV location equal a data set with an infinite number of samples, which prevents a complete coverage analysis. From the central limit theorem, it follows that the probability distributions of many random variables obey or approximately obey a Gaussian distribution. Therefore, this study achieves fast model validation by Gaussian distribution Sampling. In this paper, data sets are sampled by Gaussian distribution, and one set of data (Table A1 in Appendix A) are taken for example analysis, and the rest of the data are analyzed in the same way. The analysis is as follows.
(a) Data Standardization

The distance and acr-length-related data was standardized as shown in Table 1.
Table 1. Standardized distance- and arc-length-related data.

| Drone Number | Distance from the Center of the Circle (m) |  | Arc Length (m) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Actual Value | Difference between Actual Value and Standard Value | Actual Value | Difference between Actual Value and Standard Value |
| FY01 | 100 | 0 | 69.99 | 0.17 |
| FY02 | 98 | 2 | 70.01 | 0.19 |
| FY03 | 112 | 12 | 69.01 | 0.80 |
| FY04 | 105 | 5 | 70.01 | 0.19 |
| FY05 | 98 | 2 | 69.99 | 0.17 |
| FY06 | 112 | 12 | 70.01 | 0.19 |
| FY07 | 105 | 5 | 69.99 | 0.17 |
| FY08 | 98 | 2 | 70.01 | 0.19 |
| FY09 | 112 | 12 | 69.32 | 0.49 |

(b) Calculation of the standard deviation of the distance (polar diameter) and angle (polar angle) $\sigma_{1}, \sigma_{2}$ :

$$
\begin{align*}
& \sigma_{1}=\frac{1}{9} \sqrt{\sum_{i=1}^{9}\left(d_{i}-\bar{d}\right)^{2}}=5.93  \tag{16}\\
& \sigma_{2}=\frac{1}{9} \sqrt{\sum_{i=1}^{9}\left(l_{i}-\bar{l}\right)^{2}}=0.35
\end{align*}
$$

(c) Obtaining the distance and angle weights $P_{1}, P_{2}$ :

$$
\begin{align*}
& P_{1}=\frac{\sigma_{1}}{\sigma_{1}+\sigma_{2}}=0.944  \tag{17}\\
& P_{2}=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}=0.056
\end{align*}
$$

Based on the initial UAV location, it can be seen that the angle deviation is very small and brings minimal impact. The results calculated based on $P_{1}, P_{2}$ also confirm the accuracy of the model in calculating the weights using the standard deviation method.

We calculate $\varepsilon_{i}$ and normalize it to obtain the following Table 2.
Analyzing the initial position coordinates of each UAV, the three UAVs numbered FY03, FY06, and FY09 deviated to a greater extent and were adjusted using three UAVs, while the rest of the UAVs were adjusted using two UAVs.

Table 2. The value of the normalized deviation tendency factor $\varepsilon_{i}$.

| normalized values | 0.1669 | 0.9997 | 0.4173 | 0.1671 | 0.9988 | 0.4164 | 0.1673 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

The transformed leader-follower model is as follows.

$$
\begin{gather*}
\min \sum_{i=1}^{9} \sum_{j=2}^{9} \varepsilon_{i} \cdot \xi_{i j} \cdot t_{i, j-1} \\
\text { s.t. }\left\{\begin{array}{c}
\sum_{i=1}^{9} t_{i 2}=\sum_{i=1}^{9} t_{i 5}=\sum_{i=1}^{9} t_{i 8}=3 \\
\sum_{i=1}^{9} t_{i 1}=\sum_{i=1}^{9} t_{i 3}=\sum_{i=1}^{9} t_{i 4}=\sum_{i=1}^{9} t_{i 6}=\sum_{i=1}^{9} t_{i 7}=2 \\
t_{21}=t_{32}=\cdots=t_{98}=0 \\
t_{i, j-1} \in\{0,1\}
\end{array}\right. \tag{18}
\end{gather*}
$$

From the above model, the UAVs transmitting and receiving signals can be identified, and the preliminary results were shown in Section 4.1.

Due to the large weight of the distance deviation in the initial position coordinates of this group of UAVs, its influence on the results is greater; therefore, we consider introducing a correction coefficient $k_{1}$ for the distance deviation and make the angle deviation correction coefficient $k_{2}=1$. The UAV location adjustment model is as follows.

$$
\begin{array}{r}
\min \sum_{i=1}^{9}\left(P_{1}\left|\rho_{i}^{n+1}-100\right|+P_{2}\left|\theta_{i}^{n+1}-40(i-1)\right|\right) \\
\quad \text { s.t. }\left\{\begin{array}{c}
\left|\rho_{i}^{n+1}-100\right| \leq\left|\rho_{i}^{n}-100\right| \cdot k_{1} \\
\left|\theta_{i}^{n+1}-40(i-1)\right| \leq\left|\theta_{i}^{n}-40(i-1)\right|
\end{array}\right. \tag{19}
\end{array}
$$

The specific schemes for UAVs adjustment obtained without $\left(k_{1}=1\right)$ and with $\left(k_{1}=0.5\right)$ the introduction of the distance deviation correction coefficient are shown in Section 4.2, respectively.

### 3.2. UAV Trajectory Planning

The speed of the UAV cluster in uniform flight is: $v=16.7 \mathrm{~m} / \mathrm{s}$ [22]. We obtained from the simulation that the UAV that deviated from the standard location converged to the standard location after one adjustment. After the two adjustments, the location has completely converged to the standard location. Here, we divide the trajectory of UAV location adjustment into two segments, i.e., $\lambda=2$. From Equation (12) to Equation (15), the following equations are obtained.

$$
\begin{gather*}
\left\{\begin{array}{l}
a_{1} T_{1}^{5}+b_{1} T_{1}^{4}+c_{1} T_{1}^{3}+d_{1} T_{1}^{2}+e_{1} T_{1}+f_{1}=X_{1} \\
a_{1} T_{2}^{5}+b_{1} T_{2}^{4}+c_{1} T_{2}^{3}+d_{1} T_{2}^{2}+e_{1} T_{2}+f_{1}=X_{2} \\
a_{2} T_{2}^{5}+b_{2} T_{2}^{4}+c_{2} T_{2}^{3}+d_{2} T_{2}^{2}+e_{2} T_{2}+f_{2}=X_{2} \\
a_{2} T_{3}^{5}+b_{2} T_{3}^{4}+c_{2} T_{3}^{3}+d_{2} T_{3}^{2}+e_{2} T_{3}+f_{2}=X_{3}
\end{array}\right.  \tag{20}\\
\end{gather*}\left\{\begin{array}{c}
5 a_{1} T_{1}^{4}+4 b_{1} T_{1}^{3}+3 c_{1} T_{1}^{2}+2 d_{1} T_{1}+e_{1}=v_{x}  \tag{21}\\
5 a_{2} T_{3}^{4}+4 b_{2} T_{3}^{3}+3 c_{2} T_{3}^{2}+2 d_{2} T_{3}+e_{2}=v_{x}  \tag{22}\\
20 a_{1} T_{1}^{3}+12 b_{1} T_{1}^{2}+6 c_{1} T_{1}+2 d_{1}=0 \\
20 a_{2} T_{3}^{3}+12 b_{2} T_{3}^{2}+6 c_{2} T_{3}+2 d_{2}=0
\end{array}\right\} \begin{aligned}
& 5 a_{1} T_{2}^{4}+4 b_{1} T_{2}^{3}+3 c_{1} T_{2}^{2}+2 d_{1} T_{2}+e_{1}-\left(5 a_{2} T_{2}^{4}+4 b_{2} T_{2}^{3}+3 c_{2} T_{2}^{2}+2 d_{2} T_{2}+e_{2}\right)=0 \\
& 20 a_{1} T_{2}^{3}+12 b_{1} T_{2}^{2}+6 c_{1} T_{2}+2 d_{1}-\left(20 a_{2} T_{2}^{3}+12 b_{2} T_{2}^{2}+6 c_{2} T_{2}+2 d_{2}\right)=0
\end{aligned}
$$

$$
\left\{\begin{array}{c}
60 a_{1} T_{2}^{2}+24 b_{1} T_{2}+6 c_{1}-\left(60 a_{2} T_{2}^{2}+24 b_{2} T_{2}+6 c_{2}\right)=0  \tag{23}\\
120 a_{1} T_{2}+24 b_{1}-\left(120 a_{2} T_{2}+24 b_{2}\right)=0
\end{array}\right.
$$

where, $X_{1}=\rho_{i}^{n} \cos \theta_{i}^{n}, X_{2}=\rho_{i}^{n+1} \cos \theta_{i}^{n+1}+d_{1 x}, X_{3}=\rho_{i}^{n+2} \cos \theta_{i}^{n+2}+d_{2 x}, v_{x}=v \cdot \operatorname{cosarctan}$ $\frac{d_{1 y}}{d_{1 x}}$, and $d_{1 x}$ and $d_{2 x}$ are the artificially specified distances for each segment of the trajectory. Here, $d_{1 x}=50, d_{2 x}=40, v_{x}=14.0362 v$.

The above system of equations containing 12 equations is expressed in matrix form, and the values of the 12 parameters can be obtained by finding the inverse of the coefficient matrix to obtain the UAV's trajectory planning equations in $x$ dimensions.

The trajectory planning equations for the nine UAVs are shown in Section 4.3.

## 4. Results

### 4.1. Preliminary Scheme of UAV Adjustment Based on the Transformed Leader-Follower Model

The preliminary adjustment scheme for determining the transmitting and receiving signal UAVs is shown below.

In the above figure, the starting segment of the arrow is the UAV transmitting the signal, and the terminating end of the arrow is the UAV receiving the signal.

From Figure 1, the UAV with a smaller deviation tendency factor transmits more signals, while the UAV that receives signals has a larger deviation tendency factor. In the above figure, UAV FY05 received the signals emitted by UAVs FY06 and FY07. Among them, the deviation tendency factor of UAV FY06 is significantly larger, and the reason for choosing this UAV is the smaller distance tendency factor between UAVs FY05 and FY06. Therefore, this model should consider both the deviation tendency factor and the distance tendency factor when adjusting the UAV location. The model is reasonably established.


Figure 1. Preliminary adjustment scheme figure for UAVs.

### 4.2. Specific Scheme of UAV Location Adjustment

The deviation tendency factor $\varepsilon_{i}$ determines the adjustment order of the UAV. The larger the $\varepsilon_{i}$ of the UAV, the earlier the adjustment of it. Therefore, the specific order in which the UAVs were adjusted was: FY09 was adjusted by FY01, FY07, and FY08; FY03 was adjusted by FY01, FY02, and FY05; FY06 was adjusted by FY03, FY04, and FY09; FY04 was adjusted by FY02 and FY08; FY07 was adjusted by FY03 and FY09; FY08 was adjusted by FY04 and FY06; FY05 was adjusted by FY06 and FY07; and FY02 was adjusted by FY01 and FY05.

From Table 3, if the correction coefficient is not introduced, it can be seen that the UAV locations have been significantly improved when the objective function is smallest, but there are still individual UAVs with a large degree of deviation from the standard location. This is due to the minimization of the objective function with the sacrifice of a certain UAV-that is, ignoring the adjustment of the deviation location of the UAV. To avoid this case, this model
introduced a correction coefficient of $k=0.5$. Due to the large weight of the distance deviation and its influence on the results, only the distance deviation was corrected.

Table 3. Specific scheme table of UAV location adjustment.

| Adjusted UAV | UAVs for Adjustment | Adjusted Polar Coordinates ( $\rho_{i}^{n+1}, \theta_{i}^{n+1}$ ) |  |
| :---: | :---: | :---: | :---: |
|  |  | $k_{1}=1$ | $k_{1}=0.5$ |
| FY01 | / | $(100,0)$ | $(100,0)$ |
| FY02 | FY01 FY05 | (100.0022,39.9903) | (99.9214,40.0023) |
| FY03 | FY01 FY02 FY05 | (111.4046,80.1560) | $(103.4569,79.9669)$ |
| FY04 | FY02 FY08 | (98.7609,119.7529) | (100.3994,120.2043) |
| FY05 | FY06 FY07 | (98.7142,160.0978) | (100.1185,160.0601) |
| FY06 | FY03 FY04 FY09 | (100.7823,200.0289) | (100.2101,199.9706) |
| FY07 | FY03 FY09 | (101.3329,239.9502) | (99.9840,240.0310) |
| FY08 | FY04 FY06 | (101.7972,280.1065) | (100.9022,280.0393) |
| FY09 | FY01 FY07 FY08 | (101.2159,319.8432) | (101.7693,319.8416) |

We calculate the standard deviation of distance and angle deviation quantities before and after the introduction of correction coefficient.

$$
\begin{array}{ll}
\sigma_{\rho 0}=3.8049 & \sigma_{\theta 0}=0.1292 \\
\sigma_{\rho 1}=1.1404 & \sigma_{\theta 1}=0.0957 \tag{24}
\end{array}
$$

From Equation (24), The standard deviation of the two deviation quantities was significantly reduced after the introduction of the correction coefficient, and the UAV was adjusted to be close to its standard location whether the correction coefficient was introduced or not. This verified that it is reasonable to introduce the correction coefficient. Since the UAVs cannot maintain a strict relative standstill in formation flight, the coordinates obtained from the adjustment will be somewhat different from the standard coordinates, but the model is reasonable within the error allowance.

The specific scheme of the UAV adjustment before and after the introduction of the correction coefficient was plotted as follows.

From Figure 2, the UAV location with the correction coefficient represented by the red pentagram is closer to the standard location than the UAV location without the correction coefficient represented by the blue pentagram, and both obtain better results than the initial location.


Figure 2. Specific adjustment scheme figure for UAVs.

### 4.3. Results of UAV Trajectory Planning

Table 4 shows the trajectory equation for UAV location adjustment, based on which, we obtain the results of UAV trajectory planning as shown in Figure 3. From Figure 3, when the location adjustment of the UAV's trajectory is one segment, the UAV cluster moves at the moment $T_{k}$ to the coordinate position at the moment $T_{k+1}$ calculated by the above model according to the black curve's trajectory. The accuracy of the above model can be verified. When the UAV's location adjustment trajectory is divided into two segments, the connection between the first segment of the trajectory, indicated by the green line, and the second segment of the trajectory, indicated by the light blue line, is smooth. That is, there is no abrupt change in speed and acceleration as the UAV moves from the first trajectory to the second trajectory. Jerk means a change in force, and a drastic change in power can make the UAV less controllable. Therefore, the UAV should ensure that the change in force during the location adjustment flight is as smooth as possible, i.e., the change in acceleration is smooth. Although the trajectory is not the shortest trajectory connecting waypoints, such a trajectory ensures the smooth flight of the UAV. Since the dimensions between trajectories are independent of each other, the model of this study can also be extended to three-dimensional UAV location adjustment simulation.

Table 4. Trajectory equation for UAV location adjustment.

| Number | Stage | Trajectory Equations |
| :---: | :---: | :---: |
| FY01 | First | $\begin{aligned} & x_{t}(1)=48.7 t^{5}-412.4 t^{4}+1320.6 t^{3}-1974.6 t^{2}+1395.2 t-277.4 \\ & y_{t}(1)=54.8 t^{5}-423.1 t^{4}+1232.0 t^{3}-1705.3 t^{2}+1149.8 t-308.1 \end{aligned}$ |
|  | Second | $\begin{aligned} & x_{t}(2)=-31.3 t^{5}+387.6 t^{4}-1879.4 t^{3}+4425.4 t^{2}-5004.8 t+2282.6 \\ & y_{t}(2)=-78.5 t^{5}+910.2 t^{4}-4101.4 t^{3}+8961.3 t^{2}-9516.9 t+3958.6 \end{aligned}$ |
| FY02 | First | $\begin{aligned} & x_{t}(1)=51.1 t^{5}-431.9 t^{4}+1382.5 t^{3}-2066.4 t^{2}+1459.6 t-319.8 \\ & y_{t}(1)=56.4 t^{5}-436.8 t^{4}+1275.2 t^{3}-1769.5 t^{2}+1194.9 t-257.1 \end{aligned}$ |
|  | Second | $\begin{gathered} x_{t}(2)=-32.9 t^{5}+408.5 t^{4}-1979.3 t^{3}+4657.1 t^{2}-5264 t+2369.6 \\ y_{t}(2)=-79.7 t^{5}+924.8 t^{4}-4171.1 t^{3}+9123.2 t^{2}-9697.9 t+4100.0 \end{gathered}$ |
| FY03 | First | $\begin{gathered} x_{t}(1)=47.9 t^{5}-405.4 t^{4}+1297.1 t^{3}-1938.3 t^{2}+1369.0 t-351.2 \\ y_{t}(1)=45.8 t^{5}-345.6 t^{4}+980.4 t^{3}-1325.3 t^{2}+879.6 t-124.5 \end{gathered}$ |
|  | Second | $\begin{gathered} x_{t}(2)=-31.1 t^{5}+385.0 t^{4}-1864.5 t^{3}+4384.82 t^{2}-4954.2 t+2178.0 \\ y_{t}(2)=-74.0 t^{5}+851.8 t^{4}-3809.5 t^{3}+8254.4 t^{2}-8700.1 t+3707.4 \end{gathered}$ |
| FY04 | First | $\begin{gathered} x_{t}(1)=50.6 t^{5}-428.1 t^{4}+1371.2 t^{3}-2050.7 t^{2}+1449.0 t-444.1 \\ y_{t}(1)=48.3 t^{5}-368.8 t^{4}+1059.8 t^{3}-1449.8 t^{2}+970.5 t-168.8 \end{gathered}$ |
|  | Second | $\begin{aligned} & x_{t}(2)=-32.3 t^{5}+400.8 t^{4}-1944.4 t^{3}+4580.6 t^{2}-5182.2 t+2208.4 \\ & y_{t}(2)=-73.7 t^{5}+851.9 t^{4}-3822.8 t^{3}+8315.4 t^{2}-8794.7 t+3732.3 \end{aligned}$ |
| FY05 | First | $\begin{gathered} x_{t}(1)=45.4 t^{5}-384.3 t^{4}+1231.9 t^{3}-1843.5 t^{2}+1303.4 t-444.9 \\ y_{t}(1)=55.4 t^{5}-427.7 t^{4}+1246.5 t^{3}-1727.1 t^{2}+1165.08 t-278.5 \end{gathered}$ |
|  | Second | $\begin{aligned} & x_{t}(2)=-28.6 t^{5}+355.5 t^{4}-1727.4 t^{3}+4095.2 t^{2}-4615.3 t+1922.6 \\ & y_{t}(2)=-78.9 t^{5}+914.8 t^{4}-4123.4 t^{3}+9102.7 t^{2}-9574.7 t+4017.4 \end{aligned}$ |
| FY06 | First | $\begin{aligned} & x_{t}(1)=65.4 t^{5}-551.4 t^{4}+1760.8 t^{3}-2627.3 t^{2}+1853.0 t-605.6 \\ & y_{t}(1)=60.9 t^{5}-473.8 t^{4}+1392.5 t^{3}-1943.2 t^{2}+1316.6 t-391.1 \end{aligned}$ |
|  | Second | $\begin{gathered} x_{t}(2)=-43.6 t^{5}+538.5 t^{4}-2599.0 t^{3}+6092.3 t^{2}-6866.6 t+2882.2 \\ y_{t}(2)=-83.1 t^{5}+965.7 t^{4}-4365.8 t^{3}+9573.3 t^{2}-10200.0 t+4215.5 \end{gathered}$ |
| FY07 | First | $\begin{aligned} & x_{t}(1)=52.5 t^{5}-444.0 t^{4}+1420.3 t^{3}-2122.3 t^{2}+1498.6 t-457.6 \\ & y_{t}(1)=61.5 t^{5}-478.7 t^{4}+1407.8 t^{3}-1965.9 t^{2}+1332.5 t-448.1 \end{aligned}$ |
|  | Second | $\begin{gathered} x_{t}(2)=-34.1 t^{5}+422.6 t^{4}-2046.2 t^{3}+4810.8 t^{2}-5434.4 t+2315.6 \\ y_{t}(2)=-83.5 t^{5}+971.1 t^{4}-4391.5 t^{3}+9632.6 t^{2}-10266.0 t+4191.3 \end{gathered}$ |

Table 4. Cont.

| Number | Stage | Trajectory Equations |
| :---: | :---: | :---: |
| FY08 | First | $x_{t}(1)=49.4 t^{5}-418.1 t^{4}+1338.1 t^{3}-2000.0 t^{2}+1412.7 t-364.8$ <br> $y_{t}(1)=49.4 t^{5}-378.4 t^{4}+1092.3 t^{3}-1500.2 t^{2}+1007.0 t-366.4$ |
|  | Second | $x_{t}(2)=-31.9 t^{5}+395.5 t^{4}-1916.4 t^{3}+4508.9 t^{2}-5096.2 t+2238.8$ <br> $y_{t}(2)=-73.9 t^{5}+854.3 t^{4}-3838.5 t^{3}+8316.5 t^{2}-8854.7 t+3578.2$ |
| FY09 | First | $y_{t}(1)=62.3 t^{5}-486.5 t^{4}+1435.0 t^{3}-2009.1 t^{2}+1364.3 t-437.5$ |
|  | Second | $x_{t}(2)=-23.5 t^{5}+291.5 t^{4}-1417.4 t^{3}+3345.6 t^{2}-3790.3 t+1741.0$ <br> $y_{t}(2)=-83.3 t^{5}+969.2 t^{4}-4387.7 t^{3}+9636.3 t^{2}-10281.0 t+4220.7$ |



Figure 3. Track figure of UAV location adjustment.
Since the dimensions between trajectories are independent of each other, the model of this study can also be extended to three-dimensional UAV location adjustment simulation.

From Figure 4, the adjusted position coordinates of all UAVs selected by Gaussian distribution sampling are closer to the standard position coordinates than the initial position coordinates. The trajectories of the UAV clusters in the sample set all converge to the ideal coordinate points. The model developed in this paper is reasonable and accurate.


Figure 4. Trajectory simulation of UAV cluster formation keeping with Gaussian distribution sampling.

### 4.4. Sensitivity Analysis of the Simulation Results of UAV Adjustment on the Weights $P_{1}, P_{2}$

In the adjustment scheme for the UAV, we applied the standard deviation method to determine the weights of the distance deviation and the angle deviation quantity. To verify the stability of the model, we change the distance deviation weight $P_{1}$ and angle deviation weight $P_{2}=1-P_{1}$ to analyze the sensitivity of the weights in the above data to the polar coordinate values of the UAV's adjusted location.

From Figure 5a, when the distance deviation weight $P_{1}$ is larger, the distance deviation quantity obtained is smaller (the image reflects that the amplitude of the distance away from the standard value becomes smaller and smaller as $P_{1}$ increases), and the distance (polar diameter) is closer to the standard value. From Figure 5b, the larger the angle deviation weight $P_{2}\left(P_{2}=1-P_{1}\right)$, the closer the line representing the angle (polar angle) is to the standard value, represented by the red line. That is, the larger the angle deviation weight, the more the polar angle deviates from the standard value.

The relationship between distance and angle deviation quantity and weight $P_{1}\left(P_{2}\right)$ is as follows.


Figure 5. Polar diameter and polar angle values with different distance and angle deviation weights. (a) Polar diameter values with different distance deviation weights. (b) Polar angle values with different angle deviation weights.

## 5. Discussion

When the formation of UAVs is more complex (the formation is a shape containing curves or the number of UAVs is large, etc.), the graph of the formation can also be converted into a combination of several circles, and then the actual position coordinates of the UAVs can be determined and adjusted according to the model of this study. Using a conical formation of several UAVs as an example (Figure A1 in Appendix B), the process of adjusting the location of the UAVs is as follows: a certain UAV is first identified as the origin of the polar coordinate system, and the cone is converted into a number of circular combinations. The UAV on any of the circumferences can determine its actual initial position coordinates by the received azimuth information, and then the specific adjustment scheme of the UAV is determined by the above model.

In this study, the relationship between the two weights and the model has been analyzed and a set of data obtained by sampling have been calculated to reflect that different parameter selections may lead to different adjustment results. Figure 6 reflects the relationship between the quantity of distance deviation and the quantity of angle deviation we obtained for the adjusted position in the polar coordinate system as the weight of distance deviation $P_{1}$ and the weight of angle deviation $P_{2}$ are changed. It can be seen that as $P_{1}$ increases, the deviation quantity from the distance of the calculated adjustment
position becomes smaller and smaller, and conversely as $P_{2}$ decreases, at the same time the deviation quantity from the angle of the calculated adjustment position becomes larger and larger. However, when $P_{1}$ exceeds a certain value, the objective accuracy of the adjusted position decreases instead. It is calculated that when $P_{1}$ is greater than 0.976 , the above rule is not fully obeyed, which means that the angle offset will become larger and larger when $P_{2}$ is too small. That means we have to consider both weights in an integrated way, and the change in the weights affects the degree of distance and angle correction, so the weights should be studied more deeply when developing the adjustment scheme for the UAV.


Figure 6. The relationship between distance and angle deviation quantity and weight $P_{1}\left(P_{2}\right)$.
The effect of other parameters mentioned in the model on the results can also be further analyzed-for example, the bias correction coefficient introduced in the model in this study. Since the deviations of the UAV deviations obey the Gaussian distribution law, there will be a small number of UAVs with large initial position deviations or large initial angle deviations, resulting in a certain weight being too large and having a huge impact on the results. Therefore, the introduction of deviation coefficients makes the calculation results converge faster, the search range that meets the constraints becomes smaller, and the adjusted coordinates become closer to the standard coordinates. To adjust the UAV position coordinates more accurately, the value of the correction coefficient needs to be reduced, but also the adjustment speed of the UAVs needs to be slowed down. Therefore, through the above analysis, this study considers both the UAV position adjustment accuracy and the adjustment speed to obtain a more reasonable value of the deviation correction coefficient, i.e., k is 0.5 . In addition, the model can incorporate the study and analysis of the time dimension. When adjusting the drones, every two adjustment processes can be transformed into multiple adjustments at discrete moments, which will be studied in our subsequent work.

This study enables the UAV cluster to perform formation keeping tasks by using the Monte Carlo strategy to calculate the UAVs' trajectory end positions, and then perform UAV flight planning simulations based on the coordinates of the initial deviation of the UAVs from their standard positions by using knowledge of dynamics [23]. The Monte Carlo strategy is a numerical simulation method that takes probabilistic phenomena as the object of study, and a calculation method that presumes the unknown characteristic quantity by obtaining the statistical value according to the sampling method [24]. The specific implementation steps of the Monte Carlo method performed in this study are to first determine the number of generations of iterations and the important parameters in the model such as the convergence factor, randomly generate the endpoint target of the UAV according to the mean distribution and set the initial objective function value to infinity. Then, the two deviation weights are calculated together, and the objective function value is calculated for the matrix that meets the constraints in each set of results, and the objective
function value of each time is compared with that of the previous one, and the smaller one is kept with the corresponding solution. The specific procedure is shown in Appendix C.

The computational complexity of the algorithm is an important indicator of the efficiency of the algorithm [25]. The computational complexity of the method provided in this study is $\mathrm{O}\left(\mathrm{n}^{*} \mathrm{~m}\right)$ for each UAV in the cluster using the asymptotic expression, where m is the number of UAVs in the cluster and n is similar to the number of populations in a genetic algorithm. When the number of UAVs in a cluster is much larger than the number in the example in this study, the time complexity is $\mathrm{O}\left(\mathrm{n}^{\wedge} 2\right)$, which improves the computational efficiency for traditional algorithms such as global search. The genetic algorithm (GA) with excellent computational efficiency has problems such as complex dimensionality and nonlinear constraints in formation-keeping tasks [26], and the method provided in this study reduces the time complexity and improves the task execution efficiency compared to the genetic algorithm, although the number of iterations is larger, and the simulation results imply a reduction in the time to keep the UAV cluster in formation. In addition, for the assignment problem in the leader-following model in this study, 0-1 planning is more convenient for this complex assignment problem. Algorithms such as the Hungarian algorithm [27] are more efficient for similar problems, but their limitations are not applicable to the complex constraints in this study, and algorithms such as simulated annealing [28] are suitable for optimization problems under complex constraints, but they tend to fall into local optima. Therefore, we will provide more objective hybrid algorithms in subsequent studies to solve the continuous assignment problem containing nonlinear electromagnetic interference with complex constraints as the number of UAVs in a formation increases. Finally, the algorithm provided in this study is generalizable, and our method is still applicable for different clusters-for example, when scheduling multiple UAV clusters simultaneously in active or passive localization environments, the time complexity of our algorithm will rise to $\mathrm{O}\left(\mathrm{n}^{\wedge} 3\right)$, and it can still accurately calculate the formation focus coordinates and trajectories of all UAVs, as in Figure 4. Additionally, for the UAV that deviates beyond the range of the target UAV transmitting with the signal, it will plan the trajectory based on the UAV that transmits the signal closest to it and reduce the amount of deviation before using the model of this study for decision planning to adjust the scheme.

When the processor of the UAV runs the program, the battery consumption of the UAV shows a non-linear dynamic process as the computational complexity of the algorithm increases [29,30]. The battery depletion can slow down the flight speed of the UAV, thus affecting the formation adjustment and subsequent flight time of the UAV. Therefore, it is feasible to introduce the battery consumption model into this study for calculating the adjustment time of the UAV. Wang., Kang. and Liu. [29] considered the nonlinear decay process of battery capacity in studying the optimal scheduling problem of an electric bus fleet. Their study was the same as this study in that it considered a multi-stage decision problem that includes the assignment problem. Due to the increased complexity of the environment in which UAVs fly in formation, replacing the algorithm in this study with dynamic programming and recursive equations leads to an increase in the computational complexity of the algorithm, which exacerbates battery consumption and affects the efficiency of UAV formation adjustment even more. Therefore, formation maintenance of UAVs is a comprehensive decision problem that requires the consideration of many factors. Later, we will study the UAV formation-keeping algorithm based on different environmental complexities, considering battery consumption, for UAV users to choose.

## 6. Conclusions

This study proposes a decision model for UAV location adjustment based on the Monte Carlo strategy, and a trajectory programming decision model based on predicted calculation of deviated UAV predefined endpoint locations. We validated its accuracy, generalizability and stability using the initial UAV position coordinate data sampled from Gaussian distribution. The model proposed in this study has low computational complexity, effectively improving the efficiency of UAVs performing formation-keeping
tasks during flight. However, the model in this study does not take into account the effect on UAV scheduling when the distance between two nodes is greater than the signal propagation and reception range of the UAV. This study will be followed up by considering the effect of battery consumption on UAV formation maintenance at different environmental complexities, as well as providing three-dimensional dynamics models and algorithms for UAV flight at different altitudes in the future.
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## Appendix A

Table A1. Initial position coordinates of the UAVs.

| UAV Number | Polar Coordinate $\left(\mathbf{m},{ }^{\circ}\right)$ |
| :---: | :---: |
| FY00 | $(0,0)$ |
| FY01 | $(100,0)$ |
| FY02 | $(98,40.10)$ |
| FY03 | $(112,80.21)$ |
| FY04 | $(105,119.75)$ |
| FY05 | $(98,159.86)$ |
| FY06 | $(112,199.96)$ |
| FY07 | $(105,240.07)$ |
| FY08 | $(98,280.17)$ |
| FY09 | $(112,320.28)$ |

## Appendix B



Figure A1. Conical UAV formation analysis chart.

## Appendix C

```
Algorithm A1: Monte Carlo pseudo-code for this model
    Initialization: \(k, i, j, r\), minresult, \(m, n\), number of \(U A V s\);
    minresult \(=\) Inf; \(m=\) Iteration generation;
    Define a three-dimensional null matrix Y for storage.
    For simultaneous control of multiple UAVs in multiple clusters :
    for \(\mathrm{k}=1\) to m do
        ataset of UAVs in multiple clusters \(=\left[\begin{array}{c}\rho_{1}^{\prime}, \theta_{1}^{\prime} ; \\ \rho_{1}^{\prime}, \theta_{1}^{\prime} ; \\ \cdots \\ \rho_{k^{\prime}}^{\prime} \theta_{k^{\prime}}^{\prime}\end{array}\right]\)
        for \(i=1\) to \(n\) do
            Create a matrix \(X_{k}\) consisting of random solutions that obey the
            average distribution.
            \(X_{k}=\left[\begin{array}{c}\Delta \rho_{11}^{\prime}, \Delta \theta_{11}^{\prime} ; \\ \Delta \rho_{21}^{\prime}, \Delta \theta_{21}^{\prime} ; \\ \ldots \\ \Delta \rho_{i 1}^{\prime}, \Delta \theta_{i 1}^{\prime} ;\end{array}\right]\left[\begin{array}{c}\Delta \rho_{12}^{\prime}, \Delta \theta_{12}^{\prime} ; \\ \Delta \rho_{22}^{\prime}, \Delta \theta_{22}^{\prime} ; \\ \ldots \\ \Delta \rho_{i 2}^{\prime}, \Delta \theta_{i 2}^{\prime} ;\end{array}\right] \ldots\left[\begin{array}{c}\Delta \rho_{1 k^{\prime}}^{\prime}, \Delta \theta_{1 k^{\prime}}^{\prime} ; \\ \Delta \rho_{2 k^{\prime}}^{\prime} \Delta \theta_{2 k^{\prime}}^{\prime} \\ \ldots \\ \Delta \rho_{i k^{\prime}}^{\prime}, \Delta \theta_{i k^{\prime}}^{\prime}\end{array}\right] ;\)
            \(\sigma_{k}=\left[\begin{array}{c}\operatorname{std}\left(\Delta \rho_{11}^{\prime}, \Delta \rho_{21}^{\prime}, \cdots \Delta \rho_{i 1}^{\prime},\right. \\ \operatorname{std}\left(\Delta \theta_{11}^{\prime}, \Delta \theta_{21}^{\prime} \cdots \Delta \theta_{i 1}^{\prime}\right)\end{array}\right] \ldots\left[\begin{array}{c}\operatorname{std}\left(\Delta \rho_{1 k}^{\prime}, \Delta \rho_{2 k}^{\prime}, \cdots \Delta \rho_{i k}^{\prime}\right), \\ \operatorname{std}\left(\Delta \theta_{1 k}^{\prime}, \Delta \theta_{2 k}^{\prime} \cdots \Delta \theta_{i k}^{\prime}\right)\end{array}\right] ;\)
            Calculate two deviation weights P1 and P2.
            \(P_{1 k}=\left[\sigma_{1}(1) / \operatorname{sum}\left(\sigma_{1}\right)\right]\left[\sigma_{2}(1) / \operatorname{sum}\left(\sigma_{2}\right)\right] \ldots\left[\sigma_{k}(1) / \operatorname{sum}\left(\sigma_{k}\right)\right] ;\)
            \(P_{2 k}=1-P_{1 k} ;\)
            for \(j=1\) to number of UAVs do
                    if \(X_{k}\) meet the constraints (formula 10) then
                        Replace the original solution with a new solution that
                    meets the constraints.
                    \(X_{k}=\left[\begin{array}{ll}P_{1} \Delta\left|\Delta \rho_{11}^{\prime}\right|, & P_{2} \Delta\left|\Delta \theta_{11}^{\prime}\right| \\ P_{1} \Delta\left|\Delta \rho_{21}^{\prime}\right|, & P_{2} \Delta\left|\Delta \theta_{21}^{\prime}\right| \\ \\ P_{1} \Delta\left|\Delta \rho_{i 1}^{\prime}\right|, & P_{2} \Delta\left|\Delta \theta_{i 1}^{\prime}\right|\end{array}\right] \ldots\left[\begin{array}{cc}P_{1} \Delta\left|\Delta \rho_{1 k}^{\prime}\right|, & P_{2} \Delta\left|\Delta \theta_{1 k}^{\prime}\right| \\ P_{1} \Delta\left|\Delta \rho_{2 k}^{\prime}\right|, & P_{2} \Delta\left|\Delta \theta_{2 k}^{\prime}\right| \\ P_{1} \Delta\left|\Delta \rho_{i k}^{\prime}\right|, & P_{2} \Delta\left|\Delta \theta_{i k}^{\prime}\right|\end{array}\right] ;\)
                result \(=\) The calculated objective function value
                        if result < minresult then
                            Preserve smaller values of the objective function
                    and the corresponding solutions.
                        min result \(=\) result;
                        \(y_{k}=X_{k} ;\)
                    end
                end
            end
        end
        end
```
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