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#### Abstract

This paper presents a fundamentally different approach to wind estimation using Uncrewed Aircraft (UA) than the vast majority of existing methods. This method uses no on-board flow sensor and does not attempt to estimate thrust or drag forces. Using only GPS and orientation sensors, the strategy estimates wind vectors in an Earth-fixed frame during turning maneuvers. The method presented here is called the Wind-Arc method. The philosophy behind this method has been seen in practice, but this paper presents an alternative derivation with resulting performance evaluations in simulations and flight tests. The simulations verify the method provides perfect performance under ideal conditions using simulated GPS, heading angle, and satisfied assumptions. When applied to experimental flight test data, the method works and follows both the airspeed and wind speed trends, but improvements can still be made. Wind triangles are displayed at each instant in time along the flight path that illustrate the graphical nature of the approach and solution. Future work will include wind gust estimation and a Quality of Estimate ( QoE ) metric to determine what conditions provide good wind speed estimates while preserving the method's generality and simplicity.
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## 1. Introduction

Small uncrewed aircraft systems (sUAS) are providing access to the lower atmosphere in ways that have never before been possible. The prevalence and ease with which the lower atmosphere is accessible is revolutionizing aviation, weather observation, and atmospheric science. Colloquially referred to as drones, these small Uncrewed Aircraft (UA) are attractive across a broad range of applications, including the next generation of aviation [1], weather forecasting [2], atmospheric science [3,4], agriculture [5], medical transport [6], emergency response $[7,8]$, law enforcement [9,10], surveillance [11], mapping and remote sensing for mining [12], archaeology [13-15], forestry [16,17], package delivery [4,18-20], and sustainable smart cities [21].

The usefulness of UA is clear, but associated regulations and procedures are not fully developed. The FAA's and NASA's work on both Uncrewed Traffic Management (UTM) and Advanced Air Mobility (AAM) is evidence of the future potential and challenges involved. To develop new regulations and procedures, the FAA must ensure safe flight enroute, and near vertiports, buildings, bridges, and other critical infrastructure. This is true for the current National Airspace (NAS) but also true for new air volumes near critical infrastructure that are added to the NAS. Wind plays (and will play) a critical role in flight around critical infrastructure, but wind is often (a) not measured and (b) more dynamic in these areas than in typical, open airspace. Seasonal and diurnal (time-of-day) variations around complex urban landscapes are difficult to predict. Additionally, small UA and future crewed aircraft will have less mass than most conventional aircraft.

Consequently, UA and AAM aircraft are more susceptible to wind and the environment in their intended flight locations. Thus, a lack of wind estimates in areas near infrastructure
represents a critical safety risk to both UTM and AAM. This is not only a safety risk; it is a technology gap for both UTM and AAM. There are no low-cost, scalable methods for estimating wind in urban areas around buildings, bridges, trees, towers, and power lines.

What the FAA, NASA, and the aviation community needs is a broadly applicable, costeffective, and scalable method for wind estimation using Uncrewed Aircraft. Uncrewed Aircraft can initially be flown in new, unexplored air volumes near critical infrastructure with greater safety for people and property than crewed aircraft. They will be the first air mobility presence in unchartered airspace to profile air volumes in preparation for greater use in the National Airspace. The method presented in this paper makes profiling buildings and high-wind areas more practical and scalable by commercial weather providers or individuals. The Wind-Arc method presented here can fill the technology gap in wind estimation near critical infrastructure for UTM and AAM.

### 1.1. Paper Organization

A broad survey of all commonly used wind estimation methods is presented below. Then, the two most prevalent approaches found in the literature are summarized. This provides context for this paper's contribution: a third approach. Also, a lesser-known reference is presented that the authors believe is the first occurrence of this third method but is not presented in the literature base. An alternative formulation is presented with simulations, flight tests, and a comparison with a flow sensor-based method. The novel contributions of this paper are situating the lesser-known references within the literature base, formulating an alternative, more straightforward derivation, presenting the method's simulation-based verification under ideal conditions, and direct comparison to a flow sensor-based approach using two separate instrumented vehicles. Also, illustrations of wind triangles at specific points along the flight path reveal both the GPS velocities in sequence and the resulting airspeed and wind speed solutions. These wind triangle sequences reveal the variable nature of wind and provide clues to the method's accuracy along the flight path.

### 1.2. Broad Survey of Wind Estimation Methods

A fairly complete summary of wind velocity measurements is described below that span different communities of practice. The aviation community is interested in only as much accuracy as needed to safely fly aircraft. Measuring the direction and approximate magnitude is sufficient. An aviator's approach can be as simple as dropping blades of grass at an airfield to see which way they fall or how fast they fall. Where a wind-sock is available, aviators are trained to estimate the prevailing wind speed and direction using a wind-sock [22,23]. Also, anemometers are referenced from ground-based weather stations, which can, sometimes, be an appreciable distance away. These readings are helpful but sometimes are not close enough to the flight area to be useful. This is one of the primary motivators for hyper-local wind estimation. Pitot tubes are the most common method for estimating airspeed while in flight. A method used by early aviators to estimate wind and direction is called 'the circle', the 'wind drift circle' [24,25], or the 'turns around' method. The weather community uses anemometers for stationary measurements at weather stations or meteorological towers. Newer weather stations typically use sonic anemometers, whereas earlier stations used cup-type. Meteorological towers and wind LiDAR are both designed to provide vertical wind profiles. The tower requires more infrastructure than a ground-based wind LiDAR but often provides superior measurements. Wind farm profiling, rocket launches, and profiling winds near buildings and bridges are use-cases that need this type of wind monitoring [26-30]. In NASA flight tests, a smoke tower was used to visualize turbulent vortices generated by a passing aircraft [31-34]. These studies helped inform FAA take-off spacing times. Mobile wind measurements for weather prediction also include dropping radiosondes or launching weather balloons [35]. The atmospheric science community uses all of these methods but typically relies on 2D or 3D sonic anemometers. Engineers and scientists can use multi-hole pressure probes
(MHPPs) [36], hot-wire anemometry [37], Particle Image Velocimetry (PIV) [38], or Particle Tracking Velocimetry, depending on the application. Engineers and aerodynamicists in the aviation and racecar communities use CFD simulations, smoke-streams in wind tunnels, or tufts of yarn attached to a wing or an airfoil. The most accurate method used by the National Institute for Standards and Technology (NIST) is called a Laser Doppler Anemometer (LDA) [39]. In 2010, NIST replaced Pitot tubes with Laser Doppler Anemometers because Pitot tubes require air properties while LDA measurements are entirely mechanical, and thus, traceable to the U.S. National standards of length and time [40]. LDA can measure flows as slow as blood movement in blood vessels and as high as rocket exhaust velocities nearing $1000 \mathrm{~m} / \mathrm{s}$.

## 2. Literature Review

There are two broad, well-established approaches in the literature for wind estimation using drones. This section discusses these two methods, and then, presents a unique third method.

### 2.1. Approach 1: Direct Flow Measurement Using On-Board Flow Sensors

By mounting an air flow measurement device on an Uncrewed Aircraft, the vehicle's airspeed can be estimated directly. This is a direct flow measurement in the body-fixed vehicle frame. Direct flow measurement can be performed using any sensor that is compact and light enough to fit the aircraft's payload capacity. There are several on-board flow sensor options, but, in practice, only two types are commonly seen on UA: pressure sensors and sonic anemometers.

### 2.1.1. Pressure-Based Pitot Tubes or MHPPs

Pressure-based flow sensors measure static and total air flow pressure and directly relate it to speed. Single-hole Pitot tubes produce a one-dimensional wind measurement along the axis of the tube, as demonstrated by Arain [41]. MHPPs use the same concept but, with additional holes, are able to produce 2D or 3D wind vector measurements. The vehicles from De Boer [42], shown in Figure 1, and Van den Kroonenberg [43] are examples of MHPPs. Pressure flow sensors, however, can only measure the sensor's facing direction. This concept is well suited for fixed-wing aircraft, but multi-rotors have more complex six-degree-of-freedom motion. The ability for omnidirectional motion, plus associated rotor wash [41], makes it difficult to incorporate a directional-based sensor like a Pitot tube or MHPP on a multi-rotor UA.

### 2.1.2. Ultrasonic Anemometers

Ultrasonic Flow sensors are commonly seen in two types: Time-of-Flight (Tof) and Acoustic Resonance [44,45]. Time-of-flight sensors relate wind speed to the measured time for an ultrasonic pulse to travel from an emitter to a receiver. The air flow influences pulse speed, and both 2D and 3D correlations are effectively achieved using sonic anemometers. The second sensor type, used in this work, is an Acoustic Resonance (Acu-Res ${ }^{\circledR}$ ) FT205 with a patented method [21] to measure wind speed and direction independent of air temperature and pressure. Ultrasonic anemometers are typically seen on multi-rotor UA, like Shimura's setup [46] in Figure 1, and other published field campaigns [47,48]. Mounting these sensors on fixed-wing UA sometimes adds complications by changing the vehicle's center of gravity and flight characteristics, along with the necessary consideration given to sensor placement.

Pressure-based or ultrasonic sensors ideally arrive pre-calibrated from the factory. Neither has any moving parts, which is ideal. But there is a cost penalty associated with high-quality anemometers. Prices range from USD 1500 to over USD 20,000 and any calibration adds to the operational complexity and cost.


Figure 1. Instrumented UA with on-board flow sensors: (a) Multi-rotor with sonic anemometer on mast [46]; (b) eVTOL fixed-wing aircraft with a nose-mounted Multi-Hole Pressure Probe (MHPP) and Pitot Probe [42].

### 2.1.3. Mounting and Flight Considerations

The greatest challenge with the flow sensor method is ensuring that the sensor is sufficiently far enough away from the rotor-induced flow field to measure representative ambient air. Also, sensor mounting needs to include power and a signal for data logging. The on-board sensors measure airspeed. To measure wind, vehicle velocity must be subtracted. The wind triangle relationships presented later in this paper typically use an Earth-fixed frame, such as North-East-Down (NED). Since measurements are in the body-fixed frame, the transformation from the body-fixed frame to the NED frame requires vehicle orientation, which is another three or four floating point numbers. So, subtracting vehicle speed from the airspeed measurement seems conceptually straightforward but is difficult in practice. In addition to this challenge, the incorporation of any specialized mechanical or electrical sensor requires additional pre-flight attention, and the sensor payload will either reduce power from the vehicle's mobility battery directly or require additional payload for an instrumentation battery. It may be possible to incorporate data collection into a flight controller, but this has specifically been avoided with our research platforms to avoid any possibility of interfering with UA command and control (C2).

Our research group has successfully measured airspeed with multiple MHPP devices and multiple sonic anemometers. This includes subtracting vehicle velocity for atmospheric field investigations [49], wind estimation in urban canyons [3,4], and wind prediction from the middle of a prescribed fire [50].

### 2.2. Approach 2: Thrust and Drag Force Estimation While Rejecting Wind

The second wind estimation approach in the literature relies on estimating vehicle thrust and drag forces during some type of prescribed flight path. If the vehicle is stationary (hovering), such as with multi-rotors, this method is also referred to as the "tilt angle" or "tilt" method. The assumption is that the on-board flight controller will reject wind disturbances effectively. The compensation required to reject these disturbances can be related to the magnitude and direction of wind acting on the UA. DJI multi-rotor flight controllers can provide wind speed estimates during flight, over the flight telemetry channel. This is helpful, but the wind estimation accuracy and method are both unknown because DJI provides a proprietary, closed-source ecosystem.

### 2.2.1. Classical Dynamic Modeling Approach

Some methods estimate thrust and drag forces by leveraging the sophisticated onboard flight controllers with high-speed feedback loops and hard real-time operating systems. With known thrust and drag force estimates, and the drone's windward frontal
area, the wind direction and velocity can be estimated. These wind estimation methods are sophisticated, effective, and non-trivial. A survey of these methods is listed here [48,51-54]. These methods include clever approaches to characterizing motor and rotor thrust and monitoring the flight controller response signals, and can even estimate mass distribution on-board, in real time. Abichandani [53] and Palomaki [48] both conducted a comparative analysis between the flow sensor method and force estimation method.

### 2.2.2. Machine Learning Method

Certain quantities in the classical dynamics modeling approach are hard to measure and obtain. Examples include controller-specific gains used to reject wind disturbances, rotor speeds for a thrust measurement, and the wind-facing frontal area and drag coefficients. Machine Learning (ML) approaches have seen an increase in popularity, specifically for estimating these difficult quantities. Both Allison [55] and Wang [56] use different forms of ML to make wind predictions. Though their results look promising, a major drawback of this form of estimation lies with the generated ML model. These models are very specific to the trained vehicle and are not effectively usable across a variety of different platforms. These strategies are also not used for real-time predictions.

## 3. The Wind-Arc Method: Go with the Flow

Approach 1 described above needs on-board flow sensors. Approach 2 estimates thrust and drag force while the flight controller rejects wind as a disturbance. The third method highlighted here uses no flow sensor and has an entirely different basis than Approach 2. Instead of rejecting wind as a disturbance, this method seeks maximal influence from the wind, hence the phrase "Go with the Flow". Conceptually, it is quite similar to the aviator's wind drift circle method, except that it does not require an entire circle to be flown. This is called the Wind-Arc method because it is an abbreviated or fractional version of the aviator's wind drift circle.

To the best of our knowledge, this approach was originally developed by a researcher named Dr. William Premerlani and presented on a drone enthusiast forum called DIYDrones.com in a post titled "Wind estimation without an airspeed sensor" [57]. The post described a new approach to 3D sensorless wind estimation with some benefits and limitations. The post included a white paper reference describing the algorithm in more detail [58]. There is another related white paper that somewhat addresses wind estimation but is more focused on a new flight control approach [59]. Dr. Premerlani is a published researcher in other areas, but neither the DIYDrones.com forum post nor the white paper [58] are indexed in the formal literature base.

One 2012 paper by Mayer et al. presents a similar concept of a 'no-flow-sensor' Wind Estimation Algorithm using multiple samples while turning [60]. A minimization routine seeks to minimize a cost function that fits a circle through measured GPS points. The approach is similar to Premerlani's work with wind triangles during turning. But differences exist from use of an optimization routine with $N$ points rather than two successive points. The 2012 paper uses simulation to investigate time-based or spatially based sampling methods. The authors also perform real flights with a fixed-wing drone using the Paparazzi flight controller with favorable results. This is the same flight control software that Premerlani used to evaluate the method presented in the previous references. The 2012 paper's work has value in combination with the current approach presented.

Both Premerlani's work and the Mayer paper do not use a flow sensor, so they are not Approach 1. They also do not estimate thrust or drag while rejecting wind as a disturbance, so they are not Approach 2. This approach, specifically by Premerlani, represents an entirely different class of wind estimation that solves for the wind vector at two times, $t_{1}$ and $t_{2}$, using successive wind triangle relationships during turning. Illustrations of the three approaches are shown in Figure 2. Because it functions while turning but does not require a complete circle, it is a fractional circle, or arc. This is the origin of the Wind-Arc name. The method assumes that vehicle airspeed and wind speed remain constant between the
two sensor snapshots at $t_{1}$ and $t_{2}$. It works by detecting small vehicle heading changes, $\psi_{1}$ and $\psi_{2}$, and combines these with GPS velocity vectors, $\vec{v}_{1}$ and $\vec{v}_{2}$, at each heading. Using these, plus the constant wind assumptions, the 2D or 3D wind vector, $\vec{W}$, can be solved algebraically. The three broad approaches summarized in this section are illustrated below.


Figure 2. Illustrations of wind estimation strategies: (a) Approach 1 uses flow sensors on-board and subtracts vehicle motion. This is Direct Flow Measurement. (b) Approach 2 estimates thrust and drag forces while rejecting wind as a disturbance during specified motion. (c) Approach 3 uses successive, slightly different wind triangles to estimate wind while rotating. The goal is maximal influence from wind during flight.

### 3.1. Wind-Arc Derivation

The authors find no obvious flaws in the formulation presented in [58] but the derivation is dense. Also, there is a claim of 3D generality, which, for the most part, is acceptable. But 3D solutions from only pitching motion are not fully substantiated. The formulation presented here has the same generality and is an alternative, more straightforward development. The Wind-Arc method uses the wind triangle at two separate instances to algebraically solve for the wind vector using constant wind and constant airspeed assumptions. The wind triangle is a well-known vector relationship between vehicle ground speed, airspeed, and wind vectors:

$$
\begin{equation*}
\vec{V}=\vec{U}+\vec{W} \tag{1}
\end{equation*}
$$

where $\vec{V}$ is the vehicle's ground speed vector, $\vec{U}$ is the vehicle' airspeed vector, and $\vec{W}$ is the wind speed vector. In this paper, all vectors are expressed in Earth-fixed North-East-Down (NED) coordinates. Also, the wind triangle and this formulation are valid for 3D vectors, but only 2D vectors are presented for clarity. For an aircraft maneuvering from heading 1 to heading 2 , the wind triangle is illustrated below. The airspeed vectors $\vec{U}_{1}$ and $\vec{U}_{2}$ are identical in magnitude between Figure 3a, but are rotated by a small angle, $\Delta \psi$, from $\psi_{1}$ to $\psi_{2}$. The wind vectors $\vec{W}_{1}$ and $\vec{W}_{2}$ are identical in 1 and 2 .

The heading change is defined in Equation (2), which represents an orientation change relative to 1 .

$$
\begin{equation*}
\Delta \psi=\psi_{2}-\psi_{1} \tag{2}
\end{equation*}
$$

Figure 3 illustrates the concept of successive wind triangles separated by $\Delta \psi$.
The wind triangles at 1 and 2 in Figure 3 capture this heading change. For states 1 and 2, the wind triangle relationships are both true at each instant, and thus, represent two independent equations:

$$
\begin{align*}
& \vec{V}_{1}=\vec{U}_{1}+\vec{W}_{1}  \tag{3}\\
& \vec{V}_{2}=\vec{U}_{2}+\vec{W}_{2} \tag{4}
\end{align*}
$$



Figure 3. Wind triangles formed over two instances: (a) wind triangle at heading $\psi_{1}$, (b) wind triangle at heading $\psi_{2}$, (c) both wind triangles superimposed.

The ground speed vectors $\vec{V}_{1}$ and $\vec{V}_{2}$ are directly measurable by GPS. The airspeed vectors $\vec{U}_{1}$ and $\vec{U}_{2}$ and wind vectors $\vec{W}_{1}$ and $\vec{W}_{2}$ are all unknown. By comparing successive measurements between heading angles $\psi_{1}$ and $\psi_{2}$, and assuming the airspeed magnitude and wind vectors remain constant during this brief period, the wind triangles in Equations (3) and (4) represent two independent equations, which allows for a solution of both $\vec{U}$ and $\vec{W}$ at instants 1 and 2 . The assumptions for constant airspeed and wind speed are:

$$
\begin{align*}
\left|\vec{U}_{1}\right| & =\left|\vec{U}_{2}\right|  \tag{5}\\
\vec{W}_{1} & =\vec{W}_{2} \tag{6}
\end{align*}
$$

Rearranging (3) and (4) to express $\vec{W}_{1}$ and $\vec{W}_{2}$ explicitly in the NED frame gives the following:

$$
\begin{align*}
& \vec{W}_{1}=\vec{V}_{1}-\vec{U}_{1}  \tag{7}\\
& \vec{W}_{2}=\vec{V}_{2}-\vec{U}_{2} \tag{8}
\end{align*}
$$

Assuming the wind is constant during the short period between points 1 and 2, this allows the wind vectors to be solved algebraically. Relating (7) and (8) with (6) results in the following:

$$
\begin{equation*}
\vec{V}_{1}-\vec{U}_{1}=\vec{V}_{2}-\vec{U}_{2} \tag{9}
\end{equation*}
$$

Remembering that these are still vector relationships in the Earth-fixed NED frame and that $\vec{V}_{1}$ and $\vec{V}_{2}$ are measurable using GPS, what is needed now is a way to relate the two airspeed vectors between points 1 and 2 .

### 3.2. Alias and Alibi Transformations

There are two unknown airspeed vectors in Equation (9): $\vec{U}_{1}$ and $\vec{U}_{2}$. Equation (5) states that the magnitudes of these airspeed vectors are approximately the same, but their directions can be different because the vehicle turns from heading 1 to heading 2. This is illustrated in Figure 4.


4 North

Figure 4. Airspeed vectors at headings 1 and 2 in NED frame.
This may seem a straightforward application of a $2 \times 2$ transformation matrix, and it is. But there is a subtle, yet important, difference that is critical to arriving at a correct solution. In robotics and dynamics, a common need is to express the same vector in a new or different coordinate frame. This is called a passive or alias transformation. This is illustrated with the unit vector $i$ and $j$ components of frames 1 and 2 :

$$
\left[\begin{array}{l}
\hat{i}_{2}  \tag{10}\\
\hat{j}_{2}
\end{array}\right]=T_{\Delta} \cdot\left[\begin{array}{l}
\hat{i}_{1} \\
\hat{j}_{1}
\end{array}\right] \text { where } T_{\Delta}=\left[\begin{array}{cc}
c \Delta \psi & s \Delta \psi \\
-s \Delta \psi & c \Delta \psi
\end{array}\right]
$$

But what is needed to solve Equation (9) is an active or alibi transformation, because $\vec{U}_{2}$ represents a different vector in the same NED coordinate frame. Using identical terminology as in (10) illustrates the difference:

$$
\left[\begin{array}{l}
\hat{i}_{2}  \tag{11}\\
\hat{j}_{2}
\end{array}\right]=T_{\Delta}^{T} \cdot\left[\begin{array}{l}
\hat{i}_{1} \\
\hat{j}_{1}
\end{array}\right] \text { where } T_{\Delta} \text { is defined above }
$$

The only difference between Equations (9) and (10) is the transpose operator. Now, $\vec{U}_{2}$ can be expressed as a function of $\vec{U}_{1}$ and the small heading change, $\Delta \psi$, with the alibi transformation:

$$
\begin{equation*}
\vec{U}_{2}=T_{\Delta}^{T} \cdot \vec{U}_{1} \tag{12}
\end{equation*}
$$

Inserting (12) into (9) and rearranging yields the airspeed vector, $\vec{U}_{1}$, as a function of GPS velocities at points 1 and 2 and the orientation change, $\Delta \psi$ :

$$
\begin{equation*}
\vec{U}_{1}=N^{-1} \cdot\left[\vec{V}_{2}-\vec{V}_{1}\right] \tag{13}
\end{equation*}
$$

where $N=T_{\Delta}^{T}-I$ and $I$ is the $2 \times 2$ identity matrix. Equation (13) estimates the airspeed using only ground velocity vectors from two GPS readings and the associated heading angles, which are easily obtainable from an orientation sensor. The only two assumptions incorporated are constant airspeed magnitude and constant wind vectors between points 1 and 2. A related condition is that the change in heading angle must be large enough to ensure matrix $N$ has a well-conditioned inverse. The inverse of $N$ will exist for all $|\Delta \psi|>\Delta \psi_{\text {thresh }}$. Choosing $\Delta \psi_{\text {thresh }}$ between 1 and 10 degrees provides a well-conditioned inverse for $N$, even with real sensors and associated errors. The heading angle change can be larger than 10 degrees, but this risks more sensor snapshots between points 1 and 2 that violate the constant wind and airspeed assumptions compared to a smaller angle change threshold. So, the lower bound is preferred as long as $N^{-1}$ is well conditioned. Capturing wind estimates as quickly as reasonable also provides a higher frequency of estimates that can help deduce true wind speed despite non-constant winds (i.e., invalid assumptions) during some 1-2 snapshots.

Now, with the airspeed $\vec{U}_{1}$ known, and $\vec{U}_{2}$ from (12), the wind vectors can be solved algebraically. Inserting (13) into (7) yields:

$$
\begin{equation*}
\vec{W}_{1}=\vec{V}_{1}-N^{-1} \cdot\left[\vec{V}_{2}-\vec{V}_{1}\right] \tag{14}
\end{equation*}
$$

and inserting (12) and (13) into (8) yields:

$$
\begin{equation*}
\vec{W}_{2}=\vec{V}_{2}-T_{\Delta}^{T} \cdot N^{-1} \cdot\left[\vec{V}_{2}-\vec{V}_{1}\right] \tag{15}
\end{equation*}
$$

Common GPS receivers provide speed and Course Over Ground (COG) directions, both of which are scalars. The $\vec{V}_{1}$ and $\vec{V}_{2}$ vectors can be assembled from GPS speed and COG using:

$$
\vec{V}=\left[\begin{array}{l}
G P S \text { speed } \cdot \cos (C O G) \cdot \hat{I}  \tag{16}\\
G P S \text { speed } \cdot \sin (C O G) \cdot \hat{J}
\end{array}\right]
$$

Care must be taken when converting GPS speed and COG into SI units. GPS speed is often reported in knots and Course Over Ground reported in degrees on [0,360]. The $\hat{I}$ and $\hat{J}$ vectors represent NED directions in the northing and easting directions, respectively, as shown in Figure 5. North corresponds to the $+X$ axis and east corresponds to the $+Y$ axis.

## 4. Results in Simulation

The value of simulation for a wind estimation algorithm cannot be overstated. Wind, by its very nature, is unpredictable and is rarely constant for more than brief moments. Simulation can provide idealized wind vectors or fields that are constant or change predictably to verify algorithm effectiveness in different scenarios. A simple kinematic vehicle model called the Dubins Airplane was used to model fixed-wing aircraft motion and turning [61,62]. The kinematic model has no forces or moments and describes 3D motion given a forward velocity, $V$; vertical climb rate input, $u_{z}$; and roll angle, $\phi$, for turning. The model is similar to Dubins' Car but modified to model a fixed-wing aircraft. The kinematic equations of motion in the Earth-fixed, $X Y Z$, frame are given in [62].

$$
\vec{v}_{g}^{X Y Z}=\left[\begin{array}{c}
V \cdot \cos (\psi) \cdot \cos (\gamma)  \tag{17}\\
V \cdot \sin (\psi) \cdot \cos (\gamma) \\
u_{z}
\end{array}\right]^{X Y Z}
$$

Steering is achieved by specifying a roll angle, $\phi$, that generates the vehicle yaw rate:

$$
\begin{equation*}
\dot{\psi}=(g / V) \cdot \tan (\phi) \tag{18}
\end{equation*}
$$

where $g$ is gravity. The glide path angle is defined as $\gamma=\arctan \left(u_{z} / V\right)$.

### 4.1. Coordinate Frames for Vehicle Dynamics and the Wind Triangle

Care must be taken to keep track of different coordinate frames and terminologies among the dynamics, weather, aviation, and atmospheric science communities. Three coordinate frames are involved in simulation and the associated experimental data: Cartesian XYZ, NED, and Universal Transverse Mercator (UTM).

To model vehicle motion in the presence of wind, the vehicle motion equations above need an additional term to create the previously established wind triangle, $\vec{V}=\vec{U}+\vec{W}$. Recall that $\vec{V}$ is the ground speed measurable by GPS, $\vec{U}$ is the airspeed, and $\vec{W}$ is the wind speed. The vehicle's Cartesian coordinate frame, $X Y Z$, is Earth-fixed, right-handed, and suitable for the wind triangle relationship. But the aviation, weather, and atmospheric science communities describe wind and the wind triangle in either the North-East-Down (NED) or the East-North-Up (ENU) frames. The NED frame is used, which is Earth-fixed,

Cartesian, and locally tangent to Earth's surface. It is identical to the XYZ frame with the following mapping:

$$
\begin{align*}
& +X \text { corresponds to north } \\
& +Y \text { corresponds to east }  \tag{19}\\
& +Z \text { is down, or into the ground }
\end{align*}
$$

Figure 5 below illustrates the NED frame locally tangent to Earth's surface and also the explicit mapping from a Cartesian $X Y Z$ frame to the same $N E D$ frame.

When converting geodetic latitude and longitude coordinates from a GPS unit, a suitable choice is conversion to Universal Transverse Mercator (UTM) coordinates. Assuming a WGS-84 Earth ellipsoid, these UTM coordinates are locally tangent, Cartesian, and a right-handed frame identical to the NED and the XYZ frames presented above. A fourth coordinate frame called Web Mercator is a widely accepted standard for displaying objects on maps using standard online software libraries. Web Mercator is used in this paper only for map-based display purposes and is not involved in equation development.


Figure 5. Coordinate frames: (a) Earth-fixed, locally tangent NED Frame. Image credit to [63]. (b) XYZ frame and NED frame coordinates.

### 4.2. Computing Vehicle Position Using the Wind Triangle

First, the standard method for computing vehicle position is presented, and then, the adjusted method that includes influence from wind is presented.

### 4.2.1. Standard Method for Computing Vehicle Position without Wind

Computing position in simulation is typically the last step after modeling vehicle velocity. Newton-Euler dynamic models typically sum forces and moments in the bodyfixed frame to achieve accelerations, and then, velocities in the body-fixed frame. Similarly, for kinematic models, vehicle motion is often specified in the body-fixed frame. So, for both dynamic and kinematic models, the last steps for computing position are:

1. Transform the body-fixed velocity, $\vec{v}_{g}^{x y z}$, to velocity in the inertial or Earth-fixed frame, $\vec{v}_{g} X Y Z$
2. Integrate the Earth-fixed velocity, $\vec{v}_{g}^{X Y Z}$, to achieve position in the Earth-fixed or NED frame:

$$
\begin{equation*}
\vec{r}_{g}^{X Y Z}=\int \vec{v}_{g}^{X Y Z} \cdot d t \tag{20}
\end{equation*}
$$

It is worth noting here that integrating body-fixed velocity will not generate meaningful results because of the rotating $x y z$ frame. The last step for computing position is illustrated in the Simulink code diagram below (Figure 6). The result is a position vector, $\vec{r}_{g}^{X Y Z}$, in the inertial XYZ frame.


Figure 6. Typical method for computing position in a vehicle dynamics simulation.

### 4.2.2. Modeling Vehicle Position with Influence from Wind

To construct a wind triangle, the vehicle velocity in Earth-fixed coordinates, $\vec{v}_{g}^{X Y Z}$, must be relabeled as the vehicle's airspeed, $\vec{U}$, which is in Earth-fixed coordinates (e.g., NED frame). Then, the wind triangle is a simple vector addition of airspeed, $\vec{U}$, and wind speed, $\vec{W}$, to create the new ground speed vector, $\vec{V}$. The modified steps for computing vehicle position with the influence of wind are summarized below:

1. Assign airspeed to vehicle velocity in the NED frame, or XYZ coordinates: $\vec{U}=\vec{v}_{g}^{X Y Z}$
2. Add the wind vector, $\vec{W}$, to vehicle airspeed, creating the wind triangle relationship: $\vec{V}=\vec{U}+\vec{W}$
3. Integrate the new ground speed, $\vec{V}$, to achieve position in the Earth-fixed NED frame:

$$
\vec{r}_{g}^{X Y Z}=\int \vec{V} \cdot d t
$$

To verify this using a simple thought experiment, consider a wind speed vector of zeros. If $\vec{W}=0$, then $\vec{V}=\vec{U}$, which simply says that airspeed is groundspeed when there is no wind. This condition is identical to the standard method described in Section 4.2.1. Figure 7 illustrates a Simulink code to compute vehicle position that incorporates the influence of wind. This simulates the wind triangle with a steered vehicle influenced by the wind.


Wind vector in NED frame


Figure 7. Modified method for computing position using the wind triangle in NED coordinates.
The resulting idealized $\vec{U}, \vec{V}$, and $\vec{W}$ vectors are available for careful study and visualization during or after simulation. These relationships are valid for 2D or 3D vectors, and the wind can be modeled simply as a constant or a more complex model like a field that varies with space and time, $\vec{W}=\vec{W}(t, X, Y, Z)$.

### 4.2.3. Simulation for Turning Motion with and without Wind

To illustrate this wind estimation method presented in Section 3, the Dubins Aircraft kinematic model, plus the wind model described in Section 4.2.2, and vehicle parameters
for a medium-sized fixed-wing aircraft were simulated with a constant turning radius of 25 m .

The simulation provides an excellent environment in which to test the wind estimation algorithms under different wind conditions and verify both their viability and limitations. Figure 8a illustrates the nominal flight path while turning with no wind. A constant radius is expected and shown. Figure 8 b illustrates the same steering inputs with wind with $\vec{W}=\left[\begin{array}{ll}5 & 1\end{array}\right](\mathrm{m} / \mathrm{s})$. The expected spiral pattern emerges with an average drift slope of 5:1 in the $N E D$ coordinates.


Figure 8. Basic kinematic vehicle simulation of Dubins' Airplane with: (a) no wind, $t_{\text {final }}=8 \mathrm{~s}$ (b) and $\vec{W}=[51](\mathrm{m} / \mathrm{s})$ for 24 s .

Both of these traces are corkscrew-style traces because a fairly aggressive climb rate of $u_{z}=300 \mathrm{ft} / \mathrm{min}(1.5 \mathrm{~m} / \mathrm{s})$ is included. Figure 9 shows a 3D perspective of the same simulation as in Figure 8b.


Figure 9. Upward spiral results from wind vector; $\vec{W}=[51](\mathrm{m} / \mathrm{s})$, and $u_{z}=1.5(\mathrm{~m} / \mathrm{s})$.

The vehicle and simulation parameters are listed in Table 1.
Table 1. Fixed-wing simulation parameters.

| Parameters | Value |
| :---: | :---: |
| Glide path angle, $\gamma$ | $4.3^{\circ}$ |
| Wingspan | $94 \mathrm{in}(2.4 \mathrm{~m})$ |
| Length | $50 \mathrm{in}(1.3 \mathrm{~m})$ |
| Cruise velocity | $45 \mathrm{mph}(21 \mathrm{~m} / \mathrm{s})$ |
| Elevation rate, $u_{z}$ | $300 \mathrm{ft} / \mathrm{min}(1.5 \mathrm{~m} / \mathrm{s})$ |

### 4.2.4. Simulating Wind Triangles

All three idealized wind triangle components are available explicitly in the simulation because ground speed, $\vec{V}$, is created by adding the vehicle velocity vector, $\vec{U}$, to the wind velocity vector, $\vec{W}$. Figure 10a shows the simulated, ideally formed wind triangles at multiple points along the same route from Figure 8b. The Wind-Arc method is also computed using Equations (12)-(16) and shown in Figure 10b. The estimated method's results are indistinguishable from the idealized $\vec{U}, \vec{V}$, and $\vec{W}$ vectors directly from simulation. This shows that the method works as expected under ideal simulated conditions when a constant airspeed and wind assumptions (5) and (6) are met.


Figure 10. Circles are locations where the Wind-Arc method was computed. (a) Simulated wind triangles with full velocity information from the simulation; $\vec{W}=[51](\mathrm{m} / \mathrm{s})$. (b) Simulated wind triangles computed using the Wind-Arc estimation algorithm; $\vec{W}=[51](\mathrm{m} / \mathrm{s})$.

The Wind-Arc method is driven by state-based changes in vehicle heading, $\psi$. This is implemented using a capture-and-hold function. When the current heading change from the previously captured heading exceeds a threshold, $|\Delta \psi|>\Delta \psi_{\text {thresh }}$, then the second sensor snapshot is captured, triggering the airspeed and wind vector estimates. The only two (simulated) sensors needed to estimate wind triangles in Figure 10 are vehicle heading, $\psi$, and ground speed, $\vec{V}$, measurable with a compass and GPS.

### 4.3. Simulation Experiment 1: Wind Vector Step Input at $t=5 \mathrm{~s}$

Figure 10 in the previous section shows the sensorless method works under idealized steady wind conditions. During real flights, unknown wind variation will occur. The simulation can provide valuable clues to the method's capabilities and limitations under changing wind conditions. The next sequence of figures illustrates the same simulated trajectory as above, and a similar wind vector of $\vec{W}=[51](\mathrm{m} / \mathrm{s})$. However, a step input of $1 \mathrm{~m} / \mathrm{s}$ is prescribed at $\mathrm{t}=5 \mathrm{~s}$, causing the wind vector to become $\vec{W}=[61](\mathrm{m} / \mathrm{s})$. Figure 11 illustrates the trajectory for 7.7 simulated seconds at a nominal cruising speed of 45 mph ( $22.1 \mathrm{~m} / \mathrm{s}$ ).


Figure 11. Simulated flight trajectory with $1 \mathrm{~m} / \mathrm{s}$ step change in wind $X$-component at $\mathrm{t}=5 \mathrm{~s}$.
Figure 12 compares both the simulated (idealized) and estimated wind vector magnitudes. The two are identical when the constant wind assumption is met, but it is clear that the step input at $t=5 \mathrm{~s}$ causes a substantial magnitude error. Also, notice that the estimated wind vector has a one-step convergence period at $t=0$ before the well-defined 1-2 point-pairs. Figure 12 shows Wind-Arc estimates occurring uniformly every 0.25 simulated seconds, which represents 4 Hz . Note that this is a state-based trigger resulting from yaw angle changes and not explicitly a function of time.


Figure 12. Idealized and estimated wind magnitude comparison. The step input at $\mathrm{t}=5 \mathrm{~s}$ causes a significant error.

Figure 13 illustrates the idealized wind triangles directly available in the simulation for the same flight. Notice the idealized wind vector at $t=5.0 \mathrm{~s}$. It is properly formed and oriented and almost imperceptibly changes from $\vec{W}=[51](\mathrm{m} / \mathrm{s})$ to $\vec{W}=[61](\mathrm{m} / \mathrm{s})$ at $\mathrm{t}=5 \mathrm{~s}$.


Figure 13. Simulated step input in wind vector at $t=5 \mathrm{~s}$. Wind triangles are ideally formed before and after the step input.

Next, Figure 14 illustrates the method's estimated wind triangles for the same maneuver and step input at $t=5 \mathrm{~s}$. Notice the malformed wind triangle at the $1 \mathrm{~m} / \mathrm{s}$ step change from $\vec{W}=[51](\mathrm{m} / \mathrm{s})$ to $\vec{W}=[61](\mathrm{m} / \mathrm{s})$.


Figure 14. Estimated wind triangles using the Wind-Arc method. The step input at $\mathrm{t}=5 \mathrm{~s}$ causes a malformed wind triangle.

The poor estimate at $t=5 \mathrm{~s}$ results from unmet constant wind and airspeed assumptions between successive measurement snapshots. The ground speed vector (red) is different, but almost imperceptibly so, when the step input occurs at $t=5 \mathrm{~s}$. The (green) airspeed vector, $\vec{U}$, is visibly larger in magnitude and has a larger orientation change than either airspeed vector before or after the step input.

## Wind Triangle Error Analysis

Recall that the airspeed vector is estimated using Equation (13): $\vec{U}_{1}=N^{-1} \cdot\left[\vec{V}_{2}-\vec{V}_{1}\right]$. To understand which term causes the malformed triangle at the step-change in wind, consider the two terms: $N^{-1}$ and $\overrightarrow{\Delta V}$. The matrix $N$, and its inverse will be well behaved because the heading angle change, $\Delta \psi$, is a predictable value based on the vehicle's captured yaw angles, $\psi_{1}$ and $\psi_{2}$. Matrix $N$ and its inverse will have a good condition number and be nearly identical before, during, and after the step input. The unexpected change occurs in the groundspeed term, $\overrightarrow{\Delta V}=\vec{V}_{2}-\vec{V}_{1}$. This vector, $\overrightarrow{\Delta V}$, represents the tip of one (red) ground speed vector, $\vec{V}_{1}$, to the tip of the next subsequent vector $\vec{V}_{2}$. Figure 15 shows both the magnitude, $|\overrightarrow{\Delta V}|$, and sequential heading angle changes, $\angle \overrightarrow{\Delta V}$. The figure shows a noticeable magnitude change and also a noticeable orientation change at the $t=5 \mathrm{~s}$ wind step input. The angle change is initially larger, and then, smaller, before and after the wind
step change. This signature, combined with the magnitude change, is an indicator of the method's potential low-quality estimate when constant wind assumptions are not met.


Figure 15. Estimated wind triangles using the Wind-Arc method. The step input at $t=5 \mathrm{~s}$ causes a malformed wind triangle.

This section has demonstrated that the Wind-Arc method provides perfect performance during idealized, simulated conditions. The method captures successive heading angle and velocity vectors as the only sensed values necessary to estimate wind direction and magnitude. It also shows results from a $1 \mathrm{~m} / \mathrm{s}$ step input in the wind vector and presents results when the constant wind assumptions are not met.

## 5. Results from Real Flight Tests

This section demonstrates the new method's validity using experimental data from two separate vehicles. Real flight data were collected from instrumented aircraft to compare the Wind-Arc method to the flow sensor approach. First, flight test results from a fixedwing aircraft, and then, flight test results from a multi-rotor vehicle are shown. Both aircraft are instrumented in order to compare the Wind-Arc method to the Direct Flow Measurement method.

### 5.1. Experimental Vehicles and Instrumentation

The multi-rotor UA shown in Figure 16a is a DJI Matrice 100 instrumented with an FT-205 AcuRes Anemometer that logs a 2D airspeed measurement at 10 Hz . The fixed-wing UA shown in Figure 16b is a VTOL Censys Sentaero with a TriSonica Mini ToF Anemometer that logs a 3D airspeed measurement at 10 Hz . Both data acquisition systems are powered and controlled by a Raspberry Pi 3 with an additional Pixhawk v4 Mini specifically installed to provide the vehicle velocities and orientations. This flight controller is an additional payload that is not used to control the aircraft and is used solely for data collection purposes. In both vehicles, the anemometer estimates airspeed in the body-fixed frame and vehicle speed using GPS velocity and Course Over Ground (COG). Post-processing is performed
to transform the body-fixed airspeed vector into the NED frame, $\vec{U}$. Then, airspeed is subtracted from ground speed in Equation (1) to estimate wind using $\vec{W}=\vec{V}-\vec{U}$.


Figure 16. Two instrumented UA used for real-world experimental data collection: (a) multi-rotor UA with 2D sonic anemometer; (b) fixed-wing UA with 3D sonic anemometer.

### 5.2. Flight Test \#1 with Fixed-Wing Aircraft and Trisonica 3D Sonic Anemometer

This section presents the experimental results from a fixed-wing aircraft flying waypointbased missions at an airfield near Daytona Beach, Florida. The aircraft flown was a Sentaero Vertical Take-off and Landing (VTOL) aircraft manufactured by Censys Technologies Inc. in Daytona Beach FL, USA [64] with a cruise speed of 45 mph (Figure 17).


Figure 17. Fixed-wing VTOL aircraft taking off vertically with boom-mounted 3D sonic anemometer.
Figure 18 is a Google Earth view of the total VTOL flight pattern that spanned the entire airfield. Take-off and landing are shown on the far left, and the two separate loiter circles include multiple rotations with a constant radius at two different elevations.


Figure 18. Google Earth view of fixed-wing aircraft trajectory near Daytona Beach, Florida. The yellow trajectory is VTOL takeoff and forward flight. Cyan is the VTOL landing trajectory.

The vehicle missions were designed using Mission Planner v1.3 software, and then, executed using the on-board Pixhawk4 flight controller to fly the aircraft to each waypoint in automatic navigation mode. The standard take-off and landing maneuvers, plus the loiter circles, were all typical for VTOL flight. But the straight sections had waypoints specifically chosen with alternating lateral offsets to induce both left and right turning for the Wind-Arc method. Figure 19 displays specific segments of the broader flight path differentiated with color. These segments were created by selecting points of interest, and then, using a simple algorithm to segment the path into smaller portions for discussion and investigation. The lateral offsets in segments 4,6 , and 7 were designed as zig-zags specifically to exceed the yaw angle change that triggers the Wind-Arc method.


Figure 19. Segmenting the entire flight trajectory helps clarify vehicle motion in different flight maneuvers. Segments $4,6,7$, and 9 would typically be straight. These were intentionally zig-zagged to trigger the Wind-Arc algorithm's $\Delta \psi_{\text {thresh }}$.

Figure 20 reveals the zig-zag patterns in segments 4, 6, and 7 did, indeed, provide enough yaw angle change to achieve good wind triangles, and thus, good wind estimates. The loiter circles provide regular updates while circling. The prevailing winds were west-north-west at $10-15 \mathrm{mph}$ just prior to a summer rainstorm passing through, so some variation in wind speed and direction is expected.


Figure 20. Experimental wind triangles computed on segments shown in Figure 18.
Figure 21 shows a closer view of the wind triangles in segments 4,5 , and 6 and reveals how important the yaw angle changes are during the zig-zag waypoint patterns. The method's current formulation requires successive rotations in Equation (2) to exceed a threshold, $\Delta \psi_{\text {thresh }}$. The results are shown using $\Delta \psi_{\text {thresh }}=10 \mathrm{deg}$. When this state-based threshold is exceeded, there are wind estimates, and vice versa. Notice that the method works well when traveling downwind, cross-wind, and upwind. Careful inspection of the red arrows (GPS velocities) reveals larger ground speeds when traveling downwind compared to upwind. Airspeed is approximately constant because the vehicle speed command was approximately constant during automatic waypoint flight. This means the green arrows (airspeed) are approximately the same length throughout but the red arrows (GPS ground speed) change with the direction of travel.

Figure 22 shows a closer view of two loiter circles. Again, careful inspection of the GPS velocities (red arrows) illustrates a larger ground speed vector when flying downwind. Only two loiter circles are shown for visual clarity.


Figure 21. Close-up view \#1 of wind triangles during zig-zag pattern to trigger wind estimates.


Figure 22. Close-up view \#2 of wind triangles during two loiter circles, isolated for clarity.
Figure 23 shows a comparison between the sonic anemometer's measured airspeed during all segments, including the VTOL vertical transitions to and from forward flight. The anemometer's measured airspeed (blue) is mostly steady during forward flight. The Wind-Arc method shows very good agreement with the measured anemometer data, with the average (maroon) showing a small positive bias relative to the anemometer. Wind-Arc updates occur, on average, every 0.5 (s), which represents 2 Hz . Anemometer updates occur at 10 Hz .


Figure 23. Measured airspeed, $\vec{U}$, (not wind, $\vec{W}$ ) from sonic anemometer represented by blue dots. Wind-Arc-estimated airspeed is shown in green, with maroon showing the moving average ( $n=10$ ).

Figure 24 shows the wind speed estimates from the sonic anemometer after subtracting vehicle velocity and compares this to the Wind-Arc method.


Figure 24. Wind speed, $\vec{W}$, derived from sonic anemometer and vehicle velocity subtraction shown in blue. Wind-Arc-estimated wind speed is shown in green, with maroon as the moving average ( $n=10$ ).

Wind is a difficult quantity to measure, so error is a difficult quantity to estimate. The anemometer method provides the most accurate estimate, but philosophically and practically, there are still errors present. Therefore, what is presented here is the differences between the two estimates. Figure 25 shows the difference between airspeed and wind speed for both the anemometer-based method and the Wind-Arc method.


Figure 25. Airspeed and wind speed differences between Wind-Arc method and flow sensor-based method.

### 5.3. Flight Test \#2 with Multi-Rotor Aircraft and FT205 2D Sonic Anemometer

This section presents wind estimation using a multi-rotor vehicle flown in such a way as to collect successive positions and orientations suitable for the Wind-Arc method. The Wind-Arc method estimates wind using successive wind triangles after a small rotation, which is typical of fixed-wing flight. But this is also quite easily achievable using a multirotor aircraft. The Wind-Arc method may be particularly appealing with multi-rotor operations because of their omnidirectional motion. This capability, plus the difficulty of avoiding rotor wash, make it difficult to incorporate a directional sensor, like a Pitot tube or MHPP, on a multi-rotor UA.

The pilot flew the multi-rotor in a manner where yaw motion was coordinated with forward motion, similar to a fixed-wing aircraft. Achieving flight with maximum translational influence from the wind was the goal. The impressive piloting skills are shown below, but once the sequence began, complexity and cognitive load were relatively low. The maneuvers were performed using a 'manual' flight controller mode, which engaged the flight controller's orientation stability mode but made no attempt to reject lateral, translational motion from wind. Launching from an open field, the pilot performed several extended manual-mode maneuvers while intentionally allowing the vehicle to drift downwind.

Figure 26 shows the multi-rotor vehicle flying in manual flight mode with a Part 107 -qualified pilot. The 2D sonic anemometer is visible on a custom mast designed to avoid sensing rotor-induced air flow. The white solar radiation shield is also visible to ensure the scalar temperature and humidity sensors measure ambient T and RH.


Figure 26. Instrumented multi-rotor vehicle in flight under manual control.
Figure 27 illustrates the open field and approximately 12 min of GPS traces viewed from above. The prevailing winds caused the vehicle to translate downwind while turning with a constant radius.


Figure 27. Twelve minutes of multi-rotor flight paths in an open field. Prevailing winds were from the north.

Post-processing flight data involved segmenting the entire flight into sub-segments based on location and yaw-rate. One segment within the complete flight record is particularly well suited to illustrating the Wind-Arc estimation method. Figure 28 isolates this sequence of a nearly constant yaw rate resulting in a downwind spiral.


Figure 28. Vehicle spirals during 65 s of constant-yaw-rate turning.
The pilot's manual inputs would have achieved a mostly constant radius turn for just over a minute if wind speeds were zero. But fairly constant winds from the north caused the southward spiral pattern shown in Figure 28. Yaw, pitch, and roll for the approximately 65 s of data recorded are shown in Figure 29 and illustrate the multi-rotor orientation during five spirals. Figure 29 illustrates excellent piloting skills in manual flight mode that mimic fixed-wing motion with coordinated forward motion and associated yawing motion.


Figure 29. Vehicle yaw, pitch, and roll during a 65 s multi-rotor flight using manual pilot inputs.
Applying the Wind-Arc algorithm to this flight resulted in the blue wind estimate illustrated in Figure 30.


Figure 30. Wind triangles from the Wind-Arc method between spirals 2 and $3 . \vec{V}=\vec{U}+\vec{W}$ (red $=$ green + blue).

Figure 30 clearly shows red velocity vectors tangent to the path. These are directly measured using GPS velocity and Course Over Ground. The Wind-Arc method estimates the vehicle airspeed, with the green arrows and blue wind vectors at each estimation location determined by $\Delta \psi_{\text {thresh }}$. The wind vectors vary, but generally point toward the south with a magnitude that could reasonably represent the prevailing winds experienced that day during testing. The vehicle's on-board sonic anemometer measured airspeed, which is compared to the estimated airspeed in Figure 31 below. Wind-Arc estimates occur, on average, every 0.2 (s) which represents 5 Hz updates. Again, this is state-based and not time-based, so the Wind-Arc frequency is a function of yaw rate. The anemometer updates also occur at 5 Hz on the quad-rotor, which is slightly different than the sensor in flight test \#1.


Figure 31. Measured airspeed, $\vec{U}$, from sonic anemometer and estimated airspeed using Wind-Arc method.

Wind speed is computed by subtracting (measured) airspeed from vehicle speed, $\vec{W}=$ $\vec{V}-\vec{U}$. The resulting wind speed is compared to the Wind-Arc estimate in Figure 32 below.


Figure 32. Wind speed, $\vec{W}$, derived from sonic anemometer and estimated airspeed using Wind-Arc method.

Figure 32 shows Wind-Arc results (in blue), which follow the wind speed trend from anemometer-derived results. Again, similar to the previous flight test, wind is a difficult quantity to measure, and both the anemometer-based approach and the Wind-Arc method have errors resulting from the true wind speed. Philosophically, the true wind speed with no error is not available, so what is shown is two wind speed estimates, both of which contain some amount of error. Figure 33 shows the difference between the anemometerbased airspeed and wind speed and the Wind-Arc method.


Figure 33. Airspeed and wind speed differences between Wind-Arc method and flow sensor-based method.

Both wind estimates rely on GPS velocity and Course Over Ground (COG), but the Wind-Arc method provides a substantially simpler approach to data collection and post-processing. Multi-rotor Flight Test \#2 appears to have better quality airspeed and wind estimates compared to the fixed-wing experiment in Flight Test \#1. Understanding fundamental reasons for the higher- or lower-quality Wind-Arc estimates will be the aim of future work.

## 6. Discussion

From the simulation and experimental results, the following points are clear:

1. The Wind-Arc method provides perfect performance both analytically and in simulation under constant wind and ideal sensor conditions. The simulation-based experiments validate the approach, underlying theory, assumptions, and performance. Under real flight tests, the method works well with some moments of unexpected magnitude and direction change.
2. Anomalies in the Wind-Arc estimates are attributable to the following: (a) unmet airspeed or wind speed assumptions, (b) GPS errors, (c) heading or orientation errors, and (d) data logging delays.
3. The anemometer measuring airspeed in both experiments has some variation but is bounded around an average airspeed. This means that airspeed variation was not the dominant source of wind variation. For example, in Figure 23, the anemometer's airspeed is approximately constant, with the exception of two locations ( $t=[2450$ $\mathrm{s}, 2625 \mathrm{~s}]$ ) where the vehicle changed altitude to enter and exit the first loiter circle. This indicates, for this particular example, the vehicle's forward throttle maintained a nominal airspeed within the surrounding air mass. It also suggests the surrounding air mass moved as a coherent volume such that the entire air mass, with the vehicle, changed ground speed as the wind speed changed regardless of the vehicle's traveling direction (upwind or downwind).
4. One possible source of unexpected anomalous wind estimates is the term $\left[\vec{V}_{2}-\vec{V}_{1}\right]$ in Equations (14) and (15). GPS velocity is one of the most accurate sources of outdoor horizontal velocity measurements globally [65], so this term is not the most likely source of unexpected errors. But GPS error is still worth exploring using Horizontal and Vertical Dilution of Precision metrics, or HDOP and VDOP, respectively. These HDOP and VDOP values are embedded in GPS messages and can be recorded and studied in future work to determine the error associated with the $\left[\vec{V}_{2}-\vec{V}_{1}\right]$ term.
5. Wind-Arc sample rates are based on state changes in the yaw angle and are not determined strictly by time. The simulation experiments and both flight tests 1 and 2 showed Wind-Arc estimates at $5 \mathrm{~Hz}, 2 \mathrm{~Hz}$, and 5 Hz , respectively. This means the Wind-Arc method, from these experiments, is best suited for estimating the lowest average wind speed and is not currently a good candidate for turbulent wind measurement.
6. Wind shear is defined by a velocity gradient across scales in the tens or hundreds of meters. The Wind-Arc method requires constant wind between two successive snapshots. There is no mathematical requirement for snapshot duration, but practically speaking, a shorter duration will capture the current localized wind conditions compared to a longer duration because the vehicle is moving through the air mass. Snapshot durations of the interval [0.2, 0.5 ] seconds were presented in two flight tests. At an average airspeed of $20 \mathrm{~m} / \mathrm{s}$, these snapshot durations correspond to 4 m to 10 m meters of vehicle travel. So, the Wind-Arc method is possibly suitable for wind shear detection across large enough spatial scales. This has not been tested.

Unmet assumptions for constant wind speed likely play the largest role in estimation anomalies. The two assumptions are constant airspeed magnitude, $\left|\vec{U}_{1}\right|=\left|\vec{U}_{2}\right|$, and
constant wind speed, $\vec{W}_{1}=\vec{W}_{2}$, between two sensor snapshots during turning. From bulleted list points 1,2 , and 3 above, it seems the dominant unmet assumption may be changing wind speeds during successive snapshots. This will inform future work to improve Wind-Arc estimates. Future work will also include simulation-based scenarios with known, specified wind profiles to inform Wind-Arc algorithm refinement. Despite the moderate initial accuracy, the Wind-Arc method has the potential to be a scalable, cost-effective, and reasonably accurate method for profiling wind in volumes that future vehicles will need to fly.

Table 2 shows a comparison between the Wind-Arc method and methods based on flow sensors and thrust and drag force estimation. The hardware and software complexity of the flow sensor and force estimation methods is high. The resulting accuracy is also higher than the Wind-Arc method. What the Wind-Arc provides is a general, platformindependent method for estimating wind with reasonable accuracy and some outliers. The Wind-Arc method needs only GPS speed, GPS Course Over Ground, and vehicle heading. This is significantly less complex than either the anemometer or force estimation methods. The Wind-Arc generates airspeed and wind speed vectors in the NED frame with no need to convert from body-fixed to inertial coordinates. This eliminates the need to log vehicle orientation like Euler angles or Quaternions to transform coordinate frames. Because the Wind-Arc is platform-independent, it is scalable and more feasible for widespread use with standard drones. The Wind-Arc method can be used to profile new air volumes near buildings, trees, bridges, and other critical infrastructure. The Wind-Arc method means that specialized, highly instrumented vehicles used with anemometer or force estimation methods are not needed to estimate wind with moderate accuracy.

Table 2. Wind estimation method comparison.

|  | Flow Sensor Methods | Thrust and Drag Force Methods | Wind-Arc Method |
| :---: | :---: | :---: | :---: |
| Hardware simplicity and generality | Low | Low to Moderate | High |
| Software simplicity and generality | Low | Low | High |
| Scalability, cost effectiveness | Low | Low | High |
| Accuracy for average wind speeds | Moderate to High | Moderate to High | Moderate |

## 7. Conclusions

This paper presents a simpler approach to wind estimation than is presented in the literature base. A critical review of the literature reveals two predominant methods: (a) direct flow measurement and (b) drag force estimation. Direct flow measurement is timeand resource-intensive but performs quite well after vehicle velocity subtraction. The drag force estimation method also performs well but is non-trivial and vehicle-specific. The drag force method relies on, among other things, modern flight controllers rejecting wind as a disturbance during specified motion. This paper presents a third, fundamentally different approach that leverages influence from the wind during turning maneuvers. Instead of rejecting wind as a disturbance, this third method seeks maximal influence from the wind so GPS velocities and compass headings can be used to solve successive wind triangle equations.

The method is similar to the aviator's wind drift circle but does not require complete circles. The method is called the Wind-Arc method because of its similarity to the wind drift circle. The Wind-Arc is triggered by small orientation changes, or arcs, that create enough equations to algebraically estimate wind vectors between brief sensor snapshots. The only sensors needed are GPS and a compass to detect sufficient orientation changes. Pitch angle changes may also be used, but this paper focuses on yaw angle changes during turning. The concept was first presented in an RC airplane discussion forum and white paper $[57,58]$ and was further developed here. A simpler equation development was presented, and simulation results reveal the method's viability under ideal wind conditions. A simple method for incorporating the well-known wind triangle into aircraft simulations was also presented. This method is applicable to a broad class of simulated motion under
the influence of wind because these velocity and position relationships are common to both kinematic and dynamic vehicle models. Also, simulation provided a method for ensuring the wind triangles were generated and displayed graphically, which provides valuable insight into the wind triangle solutions. Distributing the wind triangle solutions graphically along the vehicle trajectory illustrates when the Wind-Arc method was triggered and under what flight conditions the airspeed and wind speeds were estimated.

The simplicity of the Wind-Arc method makes it suitable for wind estimation using either drones or crewed aircraft. In particular, the vision of Advanced Air Mobility (AAM), encompassing diverse operations ranging from air taxis to drone delivery, relies on safe operation in the national airspace. This includes flight near buildings and bridges where current wind estimates are limited or nonexistent. This method allows almost any drone to profile winds near critical infrastructure because almost all drones have GPS and a compass. A simple, reliable method for estimating winds near buildings or other obstructions is critical to the future of AAM operations, and the Wind-Arc method shows high potential to meet this need.

In addition to simulation, two experimental flights were presented that showed favorable results with real aircraft flying in real wind conditions. The first instrumented aircraft was a fixed-wing VTOL drone flown with a 3D sonic anemometer mounted on a forwardfacing mast to sample undisturbed air. A comparison of both the measured and estimated airspeeds was presented, with the majority of points differing by less than $10 \mathrm{~m} / \mathrm{s}$. The wind difference was comparable. This vehicle was flown with typical automatic waypoint control, with some waypoints intentionally placed to induce a turning motion to trigger the Wind-Arc method. Figures comparing both the measured and estimated airspeeds and winds were presented. The Wind-Arc generates airspeed and wind estimates that follow the anemometer-based trends. Some wind triangle solutions were made without meeting the constant airspeed and constant wind speed assumptions. A way to detect when, and the degree to which, these assumptions are met is needed to further improve the Wind-Arc estimates. This flight proves that the Wind-Arc method can use GPS and compass data from a flight controller and estimate the wind trend effectively. Visual inspection of the wind triangles provides valuable insight into each wind triangle estimate to provide clues on (a) the current wind conditions and (b) the quality of the Wind-Arc estimate.

The second flight experiment used an instrumented multi-rotor with a 2D anemometer mounted on a mast, again, to ensure the sensor sampled undisturbed air during flight. The pilot was asked to fly with forward motion coordinated with yaw motion, similar to a fixed-wing aircraft. The result was quite effective, with the Wind-Arc method estimating both airspeed and wind speed. The experimental errors in both airspeed and wind speed were small and clearly followed the anemometer-based trend. Flight Test \#2 with the multi-rotor provided smaller airspeed and wind speed differences from anemometer-based estimates compared to Flight Test \#1. Future work will include better understanding the reasons and differences between these two flight tests.

In summary, the Wind-Arc method captures the generality, effectiveness, scalability, and simplicity needed for profiling winds with drones near buildings and critical infrastructure. This capability represents an important missing component for the future of UAM and Advanced Air Mobility.

## 8. Future Work

Pursuing a greater understanding of how a vehicle with simple, common sensors, like GPS and a compass, can be used as a sensor for high-quality wind estimates is a compelling challenge. Future work will include the determination of a Quality of Estimate (QoE) metric to quantify the airspeed and wind speed estimates. Body-fixed accelerations that exceed an unrealistic threshold, or abrupt changes in GPS ground speeds or airspeeds, are likely candidates for a QoE metric. Also, body roll during turning may have an unexpected influence on the Wind-Arc method. Investigating what causes the estimate quality to improve or degrade is a priority for improving the Wind-Arc method's utility and Quality
of Estimates. Machine learning methods may also be used to monitor and detect patterns like those in Figures 14 and 15 that violate the constant wind assumptions.

Another topic ready for investigation is the degree to which vehicle mass influences the wind estimate. The Stokes number is a dimensionless number used in fluid flow to characterize the degree to which a particle, or rigid body, follows fluid flow lines. A small Stokes number indicates that particles follow the fluid flow lines well, whereas a large stokes number indicates that particles, or rigid body, do not follow the flow lines. Relating the Stokes number to the Wind-Arc method's accuracy is an area that needs exploration as drone-based wind estimation becomes more prevalent. This is especially important for small UA that are heavily influenced by their environment. This also represents an intersection between two substantial areas in the literature base that do not often overlap: rigid body dynamics and continuum fluid dynamics.

Finally, demonstrating 3D wind estimation using the Wind-Arc method is important, as is extending the method to more free-form flight with multi-rotor vehicles. A weather station specifically designed to validate on-board flow sensors and wind estimation methods for both fixed-wing and multi-rotor aircraft is currently under development. This will provide researchers with access to high-frequency wind speeds at the Daytona Beach campus.
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