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Abstract: Volumetric errors (VE) are related to the machine tool accuracy state. Extracting features
from the complex VE data provides with a means to characterize this data. VE feature classification
can reveal the machine tool accuracy states. This paper presents a study on how to use principal
component analysis (PCA) to extract the features of VE and how to use the K-means method
for machine tool accuracy state classification. The proposed data processing methods have been
tested with the VE data acquired from a five-axis machine tool with different states of malfunction.
The results indicate that the PCA and K-means are capable of extracting the VE feature information
and classifying the fault states including the C axis encoder fault, uncalibrated C axis encoder fault,
and pallet location fault from the machine tool normal states. This research provides a new way for
VE features extraction and classification.

Keywords: machine tools; volumetric errors; feature extraction; feature classification; principal
component analysis; K-means

1. Introduction

Modern manufacturing demands high machining productivity and high accuracy. The unplanned
maintenance and arbitrary failure of machine tools have a direct effect on the machining capability
and accuracy of parts. Therefore, monitoring the machine tool state is a necessary part of modern
manufacturing. Currently, a variety of approaches have been applied to machine tool condition
monitoring. Regarding the significant failures of machine tools, they mostly monitor the machining
process and mechanical structures of machine tools (feeding systems, tool changer, pallet and spindle
system) by physical signals such as the vibration, power, current, acoustic emission, etc. [1–4].
The acquired signals are generally processed with the pattern recognition methods, such as neural
networks, expert systems and fuzzy logic for condition monitoring and fault diagnosis [5]. Currently,
it is possible to measure the condition of some key elements of machine tools but it is not yet possible
to measure the condition of all parts [5]. Finding a signal which is related to more parts of the machine
tool can provide a new look in machine tool condition monitoring. The condition of most machine tool
elements can be reflected in the means of machine tool accuracy parameters. However, the machine
tool accuracy information frequently measured during the maintenance period of machine tools are
rarely used for continuous condition monitoring of machine tools. In addition, the measurement of
geometric errors is generally a time-consuming process.

Volumetric errors (VE) are related to the machine tool mechanical structures and components such
as the linear and rotary axes. They are the comprehensive reflections of machine tool quasi-static errors
and hysteresis errors. As an important indicator of machine tool performance, its use for monitoring
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the machine tool accuracy states appears relevant. For the application of VE, currently, most works
have been found in VE modelling, estimation and its compensation [6–11]. Rarely research about VE
has been seen in machine tool condition monitoring. The application of VE in machine tool condition
monitoring includes two main parts—VE features extraction and VE data classification.

For the signal processing, feature extraction is one important step for the condition monitoring
system. Features are any parameters extracted from the measured VEs to expel the effect from the
random noises in the error measurement through signal processing methods. Feature selection
is helpful to reduce dimensionality and discard deceptive features. It is even critical to the
success of the VE classification. If the VE feature extraction is incorrect or incomplete and it will
inevitably lead to erroneous classification and false positives. The general feature extraction methods
include independent component analysis, principle component analysis (PCA), nonlinear principal
components analysis. etc. [12]. PCA is an unsupervised automatically feature extraction technique.
It was first proposed to decorrelate the statistical dependency between variables in multivariate
statistical data [13]. Since then, it has been widely applied in areas such as statistical analysis, process
monitoring and diagnosis and pattern recognition [13]. PCA is a simple nonparametric method which
can extract the most relevant information from a set of redundant or noisy data and form some
new variables, the principal components, and explained the maximum amount of variability of the
original data. In the area of machine condition monitoring, PCA method has been investigated to
identify the most representative features from a variety of characteristic features of roller bearings
and gearbox in time, frequency and or time-frequency domains [14,15]. The effectiveness of PCA has
been verified experimentally on a bearing test machine, the results validated the suitability of the PCA
features selection scheme [14]. With reference to geometric tolerances, PCA can reveal the signatures
of machined items in the manufacturing [16]. As for the machine tool thermal monitoring, PCA has
proved able to extract the features from eight fiber Bragg grating signals and six thermal signals with
data dimensionality reduction [17]. This is useful in processing a large amount data in real-time
or in a long period of time. When using the force signature for the failure detection in assembly,
PCA can compress the force signature and as a result reduce the number of examples required for
mathematical modelling [18]. For machine tool thermal errors compensation, PCA has allowed to
select the optimization data of the temperature measurement points with dimension reduction of
temperature data from 11 down to 4 [19].

Clustering can assign a set of objects into different groups so that the objects in the same cluster
are more similar to each other. It plays an important role in data analysis and pattern classification.
Clustering techniques can be classified as hierarchical clustering, partitional clustering, graph theory
based clustering, fuzzy based clustering or neural networks based clustering, etc. [20]. As a squared
error-based clustering method, the K-means algorithm can not only be simply implemented in solving
many practical problems but also can be applied directly to industrial environments without the need
to be trained by data measured on a machine under a fault condition [20–22]. As an unsupervised
method, K-means has been used to detect faults in rolling element bearing and used in the crack fault
classification for planetary gearbox [23]. In addition, it has been used to investigate the best signals
from force, electrical current, and electrical voltage for a condition monitoring system. In summary,
K-means is a good tool for monitoring systems in fault classification. Therefore, it is selected for the
VE features classification.

In this research, VE has been firstly used to monitor the machine tool accuracy condition. For the
VE data processing, we explore how to apply the PCA method to extract VE features and use the
K-means method to classify the machine tool states indicated by these features. The results are the
preliminary work with a scope to be extended further for a VE based condition monitoring solution
in the future. The novelty of this paper lies in the development of an effective tool for VE features
extraction and classification. The paper begins by presenting the state-of-the-art in machine tool
condition monitoring, PCA and K-means clustering methods. Section 2 presents the knowledge
of volumetric error of machine tools. The VE measurement and processing plan is described in
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detail in Section 3. After that, the VE data source for this research is introduced in Section 4. The
processing results of PCA and K-means in VE data are analyzed and discussed in Section 5 and, finally,
the conclusions are drawn in Section 6.

2. Volumetric Error

Volumetric errors (VEs) are affected by a wide range of machine components which make them
potentially able to provide a broad view of the machine condition. Machine tool VEs come from
quasi-static errors including geometric errors, elastic, thermo-mechanical errors and hysteresis errors
which come from manufacturing, assembly, loads, motion control and control software. VE components
are caused by individual machine axis errors whereas others are related to the relative location of axes.

In this paper, VE is defined as the relative Euclidian error vector between the tool frame and the
workpiece related frame in 3D space [9]. The tested machine is a Mitsui Seiki HU40-T 5-axis machine
tool (Mitsui Seiki (USA) Inc., New York, NY, USA), with three linear axes (X, Y, Z) and two rotary axes
(B, C) and it has the topology WCBXFZYST where S stands for the spindle, W for the workpiece, F for
the foundation, and T stands for the touch trigger probe (Figure 1a). For the nominal machine tool
model, the measure provided by the machine axis readings will correspond to the stylus tip position
when it corresponds to the center of the master ball. However, owing to the presence of quasi-static
errors (Figure 1b), there will be a “mismatch” between the center of the probe and the master ball
artefact. The “mismatch” between the calculated coordinates of the master ball artefact and the touch
probe stylus tip coordinates represents the raw volumetric information that contains the accuracy
information of the machine tool.
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Figure 1. (a) Illustration of the nominal kinematic model of the target five-axis machine tool with
WCBXFZYST topology; and (b) the real kinematic model of the machine tool with 10 axis alignment
errors which lead to VEs in 3D space [24].

3. VE Measurement and Processing Plan

The functional information flow of the VE data processing is shown in Figure 2. During the
machine tool maintenance period, accuracy measurement devices/methods will be run to acquire
the VE data. Then, PCA is used to extract the VE features from the preprocessed VE data. The VE
features are classified by the K-means to check the states of machine tool indicated by the VE. After
that, the change of the states of the machine tool can be revealed for maintenance decision purposes.
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3.1. VE Measurement Method

VE measurement methods include ball-bar test, R-test, laser tracker quadrilateration, machining
tests and the scale and master ball artefact (SAMBA) method, etc. [24–26]. We chose to use the
SAMBA method to estimate the VE in this research because of its advantages in terms of its simple
installation and maintenance, automated data acquisition and processing [24]. In addition, using the
SAMBA method, only 30 min are needed for the measurement and estimation of geometric errors
and VEs. This promotes the monitoring of VE as a faster alternative for machine tool accuracy
condition monitoring.

The SAMBA method assumes that the rigid body kinematics hypothesis applies and so the
machine is modelled using a series of homogeneous transformation matrices incorporating nominal
axis locations and their location errors as well as the perfect axis motions of individual axes and
their error motions. The “13” and “84” machine error models are the two SAMBA models which can
estimate the VE and geometric errors. The naming of the two models is derived from the number
of estimated machine error parameters. The “13” machine error model can estimate 13 machine
error parameters namely the eight axis location errors (according to the standard ISO 230-1 [27]) such
as EA0B, EC0B, etc., three linear gains (EXX1, EYY1, EZZ1) and two spindle offsets (EY0S, EX0S).
The “84” machine error model can estimate 26 types of machine errors of linear and rotary axes which
are expressed with third-degree polynomials for a total of 84 coefficients. Some errors such as EAY,
EBY and ECY errors are not distinguishable from EXY, EYY, and EZY, they are, therefore, not included
in the “84” machine error model.

The steps of the SAMBA method are shown in Figure 3. Machine tool’s actual kinematic model is
firstly estimated. Considering the user’s requirements such as error types (inter or intra axis error),
total measurement time, a machine error model needs to be firstly selected. After that, the error
which are either those of the “13” machine error model or of the “84” machine error model can be
automatically selected. The total number of machine error parameters helps to select the number
of possible master ball positions and indexations (the relative positions of all rotary axis). Then, a
collision test will be processed using the simulation method in VERICUT software (CGTech Ltd.,
Irvine, CA, USA). The indexations and the positions of master ball artefacts need to be optimized
until there is no collision. The master ball artefacts and scale bar artefact installed on the machine tool
pallet are probed, in simulation, by the touch trigger probe which is installed in the spindle under
different indexations sets of the rotary axis. Then, all the setup parameters including the machine
error parameters, indexation and the master ball artefacts to be probed in each indexation will be
inputted into the SAMBA mathematical model to calculate the conditioning number and rank of
the mathematical model. When the two values are deemed within acceptable limits, the proposed
measurement plan can be applied to the real machine tools.

In this research, the “13” machine error model is selected to estimate the geometric errors and
VEs. Four master ball artefacts and one scale bar artefacts are mounted, and 13 indexations are selected
to accumulate the master ball center coordinates from 29 VE measurement positions. These measured
master ball coordinates inputted into the SAMBA model are firstly used to estimate the machine error
parameters of machine tool (Figure 4). Then, under the SAMBA model, the estimated geometric error
parameters are used for the estimation of VE.

EV = JEP (1)

where EV is the volumetric error column matrix at the measured joint positions in the tool frame, J is the
Jacobian matrix generated for the “13” machine error model describing the sensitivity of the observed
volumetric deviations to the machine error parameters and EP is the machine error parameters having
13 rows. For details of the SAMBA method in VE estimation, please refer to [24,26,28].
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3.2. VE Preprocessing

After the VE measurement, the measured VE data needs to be preprocessed for later VE feature

extraction and classification. The estimated VE is written as
⇀

VE =
[
VEx, VEy, VEz

]
. Then each VE

vector is processed by a vector similarity measure, the module parameter (Equation (2)):

‖
→

VE‖ = 2
√

VEx2 + VEy2 + VEz2 (2)

The basic VE dataset of one measurement cycle can be written as VEM1×j =[∣∣∣∣ ⇀VE1

∣∣∣∣, ∣∣∣∣ ⇀VE2

∣∣∣∣, ∣∣∣∣ ⇀VE3

∣∣∣∣, . . . ,
∣∣∣∣ ⇀VEj

∣∣∣∣] where j = 1 to 29 and it stands for the jth VE measurement position.

For periodic monitoring cycles, the VE data can be expressed as VEMi×j where i represents the VE
measurement time. It contains all the VE information.
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3.3. VE Feature Extraction

The basic concept behind PCA in VE feature extraction is to project the VE dataset onto a subspace
of lower dimensionality. In the reduced space, the VE data are represented with the removed or greatly
decreased collinearity by explaining the variance of the preprocessed VEMi×j in terms of a new sets of
independent variables. In this paper, we will not discuss the mathematical details of PCA, but more
details can be found in [13]. The VE feature extraction is easily processed with program developed by
Matlab (MathWorks Inc., Natick, MA, USA). The general steps of PCA in VE data feature extraction
are as follows:

1. VE data preparation. The preprocessed VEMi×j is prepared as the input of the PCA model.
VE data size can affect the performance of PCA. Small sample data manifests itself in factors that are
specific to one data set. This can bring large sampling errors to the PCA results. However, there is no
absolute standard for the minimal size or subject to item ratio of data for PCA application, but large
sample size or subject to item ratio are always recommended [29]. Subject to item ratio is defined as
the ratio of the total VE testing times (67) and VE measurement positions (29) in one test, it is 2.3 for
this research, similar application of the subject to item ratio (55/22) could be found in [30].

2. The VEMi×j is used to create a new normalized matrix NVEMi×j. This is a necessary step for
the VE data processing because the VEs measured in 29 positions have different magnitudes (from
1.2 µm to 164 µm). Otherwise, the magnitudes of certain VEs dominate the connections between the
VEs in the sample. The normalization is carried out in each row j with Equation (3):

NVEMi×j =
VEMi×j −Min(VEMi×j)

Max(VEMi×j)−Min(VEMi×j)
j = 1 : 29 (3)

3. Calculate the covariance matrix C of the new normalized matrix NVEMi×j:

C =
1

j− 1
NVEMi×j

TNVEMi×j (4)

4. Calculate the eigenvalues and eigenvectors of the covariance matrix C. λj (j = 1, 2, 3, . . . , n) are
the eigenvalues and they are sorted in descending order, λP (P = 1, 2, 3, . . . , n) are the corresponding
eigenvectors. The eigenvectors corresponding to the largest eigenvalues would bring the smallest
errors in new feature representation. In addition, the maximum variance could be found in the
direction of the eigenvectors:

CλP = λjλP (5)

5. Choose the components by considering the cumulative percent variance (CPV) which denotes
the approximation precision of the new largest eigenvectors which account for all the variation of the
raw VE data VEMi×j. The number of principal components which need to be extracted is determined
by the principle that the CPV value is more than 85%:

CPV =
N

∑
p = 1

λP/
j

∑
p = 1

λP (6)

where λP is the Pth eigenvalue of the covariance matrix. The first N largest eigenvalues are retained in
the PCA model.

6. Calculate the final projected data set which represents the modelled variation of VEMi×j based
on the first N components. The initial data set VEMi×j is finally projected onto a new structure with
new sets of data matrix PVEMi×N , where Bi×N is the matrices of N retained eigenvectors:

PVEMi×N = VEMi×j × Bj×N (7)
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The final selected N components will be selected as the inputs of K-means for VE
features classification.

3.4. VE Features Classification

K-means is a vector quantization method for cluster analysis. It has been widely adopted in
scientific fields due to its ease of implementation, simplicity and efficiency in application [31]. The main
aim of K-means clustering in VE feature classification is to classify machine tool accuracy states into
different clusters by analyzing the VE features extracted by PCA. The observation PVEMi×N groups
using an iterative process that begins with the random assignment of a cluster to each data point.
Then, the data are rearranged within the clusters by assigning them to the nearest cluster center.
Finally, VE data measured from the machine tool with the same condition can be grouped together.
The flowchart of the K-means in VE feature classification is divided into 6 steps:

Step 1: Prepare the VE feature data PVEMi×N .
Step 2: Randomly select K cluster center setups Cn (1 ≤ n ≤ K). This setup can guarantee no

empty cluster appears after initial assignment in the subroutine.
Step 3: Calculate the Euclidean Distance between each data object PVEMa×N (1 ≤ a ≤ i) and all K

cluster centers Cn (1 ≤ n ≤ K) and assign each data object to the nearest cluster.
Step 4: Update the K cluster center at periodic intervals after all VE features have been assigned.
Step 5: Repeat steps 2 to 4 until there is no change in the sum value of the total squared errors (SSE)

for each cluster center. After this process, the VE features could be separated into different groups:

SSE =
i

∑
a= 1

Min‖PVEMa×N −Cn‖2 (n ∈ (1, 2, . . . , K)) (8)

Step 6: Reveal the classification results of VE features in a 2D figure.
According to the above algorithm principle, MATLAB, one kind of engineering calculation

software, is used to develop the program of VE feature classification by K-means. The selection of
K value directly affects the final classification. K-means is significantly sensitive to the initial cluster
number. Owing to the random selection of K value, different classification results can be achieved.
Several methods can be used as a reference for K value selection. It can either be selected based
on the user’s knowledge of the dataset, the elbow method, the silhouette method, or even using a
systematic approach which assigns the K value in the range 2 ≤ K ≤

(√
i ≈ 8

)
, where i = 67 is the VE

measurement times [32–34].

4. VE Data Source for This Research

The SAMBA test is carried out on the Mitsui Seiki HU40-T five-axis machine tool (Mitsui Seiki
(USA) Inc. New York, NY, USA) fitted with a MP700 Renishaw touch trigger probe (Renishaw,
Inc. Wotton-under-Edge, UK) on the spindle and four master ball artefacts and one scale ball bar
(Laboratoire de recherche en fabrication virtuelle, Polytechnique Montréal, Montréal, Canada) on the
pallet (Figure 5). The positions of the artefacts are measured by the probe with B and C axes in 13
different indexations (different angular position pairs). The measured 29 master ball artefact center
coordinates are used as the inputs of the SAMBA mathematical model (the “13” machine error model).
For each test, 29 VE vectors can be estimated. The machine tool has been periodically tested twice
times per week at an ambient temperature of 21 ± 1 ◦C. Finally, 67 cycles of VE measurements are
selected for this research.
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Figure 5. SAMBA measurement in HU40-T five-axis machine tool, Numbers 3, 4, 5, and 6 indicate the
four master ball artefacts, Numbers 1 and 2 indicate the scale ball artefact.

The experimental machine tool experiences five different states during the SAMBA measurement
(Table 1): normal state 1, fault state 1 (C axis encoder fault), fault state 2 (uncalibrated C axis encoder
fault), and fault state 3 (pallet location fault), and another normal state 2 after fixing all the mentioned
faults. Normal state 1 and normal state 2 are viewed as the similar states of the machine tool without
any faults.

Table 1. Machine tool states and corresponding measurement times (or cycles).

State No. Normal State 1 Fault State 1 Fault State 2 Fault State 3 Normal State 2

VE measurement times 1–12 13–23 24–39 40–44 45–67

5. Result and Discussion

5.1. VE Feature Extraction

The VE data are preprocessed with the Module measure. Then, the processing result VEMi×j will
be processed by PCA. Figure 6 illustrates the contribution rate of the four main principal components
(PCs) to the VE data. The 5th to 29th PC contributes less than the 4th PC to the VE data, so they are
not shown in Figure 6. The four components account for 98% of the measured VE data information.
Although the four new PCs account for the most percentage of the VE data, they are not all efficient for
the machine tool accuracy states recognition.
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Owing to the differences of the contribution rate, each component performs differently in machine
tool states reflection. For the PC selection, firstly, the CPV value needs to be larger than 85%. So, at least
two components need to be selected (Figure 6b). Secondly, the selected PCs need to reflect the main
states of the machine tool without adding noisy information. The first and the second PCs can identify
the five states of the machine tool (Figure 7).
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Figure 7. Variation tendency of the new PCs indicating machine tool with five states, MT stands for the
VE measurement time.

However, the remaining two principal PCs are unable to separate the transition of machine
tool states and their curves do not have a similar change tendency. Two separate states (red ring,
normal state 1 and fault state 1, fault state 2 and fault state 3) of the PC3 and PC4 are merged together.
Therefore, the third and fourth PCs would probably add unnecessary noise to the machine tool state
recognition. So, only the first and second PCs are extracted as the new features of VE in this research.
They account for a total of 92.1% of the input VE data. After the PCA processing, the dimension of the
original VE data is, therefore, decreased from 67 × 29 to 67 × 2.

5.2. VE Feature Classification

5.2.1. K Value Selection

After the PCA processing, the first and second PCs are processed with the K-means method for
feature classification. As mentioned above, elbow and silhouette methods are used for the K value
selection. The Elbow method is a visual method. It starts with K = 2 and keeps increasing it in each
step by 1, calculating the clusters and the sum of squared errors (SSE) of each classification. Then,
SSE curve is plotted with the number of clusters K. The location of a bend (knee) in the plot is generally
considered as the indicator of the appropriate number of clusters. To improve the precision of K
value selection, Elbow method is firstly applied, after that, the silhouette method is used to verify the
selection result. The silhouette coefficient has a range of [−1, 1]. +1 indicates that the sample is far
away from the neighboring clusters, so the classification is good. A value of 0 indicates that the sample
is on or very close to the decision boundary between two neighboring clusters and negative values
indicate that those samples might have been assigned to the wrong clusters.

Figure 8 reveals the change tendency of SSE with different K values. With the increase of K value,
SSE decreases gradually. Cluster number 3, number 4, and number 5 can each be deemed as the
knee point because a large change can be found between cluster numbers 2 and 4, cluster numbers 3
and 5, and cluster numbers 4 and 6. For cluster number 3, it does not match the actual states of the
machine tool. Thus, cluster number 3 is not considered. For the selection of cluster numbers 4 and 5,
the silhouette values of the two-cluster number should be calculated.

Figure 9 illustrates the silhouette value of the K-means classification plan with K = 4 and K = 5.
By checking the silhouette values of the two-classification plan, most of them are bigger than 0.2 and
close to 1. However, the silhouette values of the classification plan with K = 4 are larger than those of
the other classification plan with K = 5. Therefore, K = 4 is the recommended value for the classification
of the VE data obtained by the elbow and silhouette methods.
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However, the measured VE data contains two normal states and three fault states. This indicates
that one of the clusters of the classification plan with K = 4 contains the components which are classified
in two different clusters in the classification plan with K = 5. To see the differences between the normal
state 1 and normal state 2, the K-means classification plan with K = 4 and 5 has been both tested in
this research.

5.2.2. Classification Results Analysis

As mentioned, VEs are measured from the machine tool with five states: normal state 1, fault states
1, 2, and 3, and another normal state 2. The five different states could be roughly classified by PCs
when they are projected into 2D space (Figure 10a). The PCA classification results could also be used as
a reference for the verification of the cluster number K. For the propose of comparison for the K-means
results, different colors have been manually added to the components of the PCA classification results
according to the VE testing sequence (Figure 10b). By this operation, the PCA classification results can
clearly reflect the machine tool accuracy states classified by the machine tool user.
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K-means classification results are generated automatically without manual supervision
(Figure 10c,d). The K-means classification results reveal that the VE data belonging to the same
machine tool state can be classified into one single cluster. The accuracy of the K-means is calculated
as the Equation (9) where m is the number of VE samples of each state, Yi and Ri stands for the manual
label and the K-means cluster label, respectively. σ(Yi, Ri) is a function that equals to 1 when Y = R,
if not, it is equal to 0.

Accuracy =
∑m

i=1 σ(Yi, Ri)

m
(9)
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For the machine tool fault states 1, 2, and 3 can be perfectly categorized by K-means with K = 4
and K = 5. The classification results match the PCA labelled data (Figure 10b). For the machine tool
normal states 1 and 2, they can be classified into one cluster by K-means when K = 4 (Figure 10c).
Compared with the labelled data shown in (Figure 10b), normal state 1 and state 2 have been mixed
together in one cluster. This indicates that normal state 1 and normal state 2 are very similar when
compared with the fault states. When K = 5 (Figure 10d), K-means could classify the normal state 1
and normal state 2 roughly although some VEs features have been “wrongly” classified. Nine points
in the normal state 1 have been classified into normal state 2 and sixteen points in the normal state 2
have been classified into normal state 1. This classification result reveals that for the VE data measured
from each normal state, there are still some differences. This is matched with the change tendency
of the first PC (Figure 7). In addition, it can also be explained by the fact that the acquired VE data
are measured from machine tool in cold states. This can affect the actual measured VE data and let
them perform small changes. Table 2 reveals the accuracy of K-means with different K value. For
the fault states, they could be perfectly recognized from the normal states. As for the normal states 1
and 2, VEs measured in each state are closing but with small differences, so they could be “wrongly”
classified. However, this can add a new understanding for the VE measured in the two normal states.

Table 2. Accuracy of K-means with K = 4 and K = 5 in fault recognition.

K Value Normal State 1 Fault State 1 Fault State 2 Fault State 3 Normal State 2

4 100% 100% 100% 100% 100%
5 25% 100% 100% 100% 30%

5.3. Discussion

Using the PCA method, the VE features could be extracted and classified by the K-means method.
The two methods together can explain the acquired VE data and recognize the machine tool accuracy
states. PCA can subtract two principal components from the original VE features. The physical
significance of the two principal components has not been investigated because the original VE data
are acquired from 29 positions in the machine tool working space with B and C axis in different
angular positions. However, there is not specific position requirement on the linear and rotary axis
setup when using the SAMBA modelling. Therefore, axis position contributes to VE with the same
importance. Meanwhile, the recognition results are more related to the proposed method based on
PCA and K-means than the physical meaning of each component.

The proposed VE data processing plan has the following advantages. Firstly, machine tool
accuracy states are monitored without considering the sensitivity of VE measurement positions on
the faults, in addition, the fault states can be recognized from the normal state of the machine tool.
Secondly, it can reveal the differences of the VE measured from the machine tool with similar normal
states and provide a visible machine tool accuracy state plot to the machine tool user. Lastly, the features
subtracted from PCA shown in the 2D figure could also be used as a reference for K value selection
(Figure 10a). By visual inspection, the K value could be selected as 4 which is matched with the K
value selected by the elbow and silhouette methods.

However, some factors can limit the performance of the VE monitoring plan based on PCA and
K-means. For the PCA method, the accumulation of VE data is needed before the implementation of
PCA. The VE data size is related to the total SAMBA measurement circles (i) and the VE measurement
positions (j) in one SAMBA measurement. Where j is fixed, a large amount of VE measurement circles
are needed (for example, at least two times of j value). This needs to be verified in the future because
no literature reveals the necessary VE data size in PCA application.

For K-means, an exact K value can directly affect the classification results of VE data. To improve
the accuracy of K value selection, three K value selection methods are included in the following plan
(Figure 11). PCA method is firstly used for the rough classification of VE data. After that, the VE
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features will be processed with K-means to find the possible K value by considering the elbow points
of SSE value. Meanwhile, the silhouette value is also calculated for K value verification. In the next
step, the cluster number by PCA classification and the K selected by elbow and silhouette method will
be compared. When they are matched together, we can get the final K value.
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6. Conclusions

This paper explores the use of principal component analysis (PCA) to extract the features of
volumetric error vectors (VE) and the use of K-means to classify the machine tool states. The VE data
containing two normal states (normal states before and after fault states) and three fault states (C axis
encoder fault, uncalibrated C axis encoder fault, and pallet location fault) are processed by PCA and
K-means. The testing results reveal that the two proposed methods are effective in their applications.
For the PCA method, it can not only subtract the VE feature containing 92.1% of the original VE data
but also can reduce the VE data dimension from 67 × 29 to 67 × 2. K-means can automatically classify
the VE feature data and successfully recognize the three faults from the machine tool normal states.
In addition, the differences of the VE measured in each normal state can also be revealed. Therefore,
the two methods could be combined as a new tool for machine tool accuracy state recognition.

However, the question that how to use the classified results to automatically recognize the
newly-acquired VE data state still needs to be answered. Therefore, the future work is to develop an
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PCA and K-means.

Author Contributions: J.R.R.M. and K.X. conceived and designed the experiments; K.X. and S.A. analyzed the
data; K.X. wrote the first draft of the manuscript; S.A. and J.R.R.M. supervised the experimental works, reviewing
and editing the manuscript; and the final version of the manuscript was read and approved by K.X.

Funding: The research presented in this paper was supported by Natural Sciences and Engineering Research
Council of Canada (NSERC) under the CANRIMT Strategic Research Network Grant NETGP 479639-15 and
China Scholarship Council (NO. 201608880003).

Acknowledgments: The authors thank the technicians Guy Gironne and Vincent Mayer for conducting the
experimental part of this work.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Achiche, S.; Balazinskia, M.; Barona, L.; Jemielniak, K. Tool wear monitoring using genetically-generated
fuzzy knowledge bases. Eng. Appl. Artif. Intell. 2002, 15, 303–314. [CrossRef]

2. Ren, Q.; Balazinski, M.; Jemielniak, K.; Baron, L.; Achiche, S. Experimental and fuzzy modelling analysis on
dynamic cutting force in micro milling. Soft Comput. 2013, 17, 1687–1697. [CrossRef]

3. Ambhore, N.; Kamble, D.; Chinchanikar, S.; Wayal, V. Tool condition monitoring system: A review.
Mater. Today-Proc. 2015, 2, 3419–3428. [CrossRef]

4. Dimla, D.E.; Lister, P.M. On-line metal cutting tool condition monitoring: I: Force and vibration analyses.
Int. J. Mach. Tools Manuf. 2000, 40, 739–768. [CrossRef]

5. Martin, K.F. A Review by Discussion of Condition Monitoring and Fault-Diagnosis in Machine-Tools. Int. J.
Mach. Tools Manuf. 1994, 34, 527–551. [CrossRef]

http://dx.doi.org/10.1016/S0952-1976(02)00071-4
http://dx.doi.org/10.1007/s00500-013-0983-0
http://dx.doi.org/10.1016/j.matpr.2015.07.317
http://dx.doi.org/10.1016/S0890-6955(99)00084-X
http://dx.doi.org/10.1016/0890-6955(94)90083-3


J. Manuf. Mater. Process. 2018, 2, 60 14 of 15

6. Zhang, Y.; Yang, J.; Xiang, S.; Xiao, H. Volumetric error modeling and compensation considering thermal
effect on five-axis machine tools. Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 2012, 227, 1102–1115.
[CrossRef]

7. Rahman, M.M.; Mayer, J.R.R. Five-axis machine tool volumetric error prediction through an indirect
estimation of intra- and inter-axis error parameters by probing facets on a scale enriched uncalibrated
indigenous artefact. Precis. Eng. J. Int. Soc. Precis. Eng. Nanotechnol. 2015, 40, 94–105. [CrossRef]

8. Vahidi Pashsaki, P.; Pouya, M. Volumetric Error Compensation in Five-Axis Cnc Machining Center through
Kinematics Modeling of Geometric Error. Adv. Sci. Technol. Res. J. 2016, 10, 207–217. [CrossRef]

9. Givi, M.; Mayer, J.R.R. Volumetric error formulation and mismatch test for five-axis CNC machine
compensation using differential kinematics and ephemeral G-code. Int. J. Adv. Manuf. Technol. 2014,
77, 1645–1653. [CrossRef]

10. Creamer, J.; Sammons, P.M.; Bristow, D.A.; Landers, R.G.; Freeman, P.L.; Easley, S.J. Table-Based Volumetric
Error Compensation of Large Five-Axis Machine Tools. J. Manuf. Sci. Eng. 2016, 139, 021011. [CrossRef]

11. Wang, S.M.; Ehmann, K.F. Volumetric error compensation for multi-axis machines. In Proceedings of the 1992
IEEE International Conference on Systems, Man, and Cybernetics, Chicago, IL, USA, 18–21 October 1992.

12. Khalid, S.; Khalil, T.; Nasreen, S. A survey of feature selection and feature extraction techniques in machine
learning. In Proceedings of the 2014 Science and Information Conference, London, UK, 27–29 August 2014.

13. Jackson, J.E. A User’s Guide to Principal Components; John Wiley & Sons: New York, NY, USA, 2003; pp. 26–62,
ISBN 9780471725336.

14. Malhi, A.; Gao, R.X. PCA-based feature selection scheme for machine defect classification. IEEE Trans.
Instrum. Meas. 2004, 53, 1517–1525. [CrossRef]

15. He, Q.; Yan, R.; Kong, F.; Du, R. Machine condition monitoring using principal component representations.
Mech. Syst. Signal Proc. 2009, 23, 446–466. [CrossRef]

16. Colosimo, B.; Moya, E.; Moroni, G. Statistical Sampling Strategies for Geometric Tolerance Inspection by
CMM. Econ. Qual. Control 2010, 23, 109–121. [CrossRef]

17. Potdar, A.; Longstaff, A.P.; Fletcher, S.; Mian, N.S. Application of multi sensor data fusion based on Principal
Component Analysis and Artificial Neural Network for machine tool thermal monitoring. In Laser Metrology
and Machine Performance XI, LAMDAMAP 2015; EUSPEN: Huddersfield, UK, 2015.

18. Rodriguez, A.; Bourne, D.; Mason, M.; Rossano, G.F.; Wang, J. Failure detection in assembly: Force signature
analysis. In Proceedings of the 2010 IEEE International Conference on Automation Science and Engineering,
Toronto, ON, Canada, 21–24 August 2010.

19. Cheng, Q.; Yu, Y.; Li, G.; Li, W.; Sun, B.; Cai, L. A Hybrid Prediction Method of Thermal Extension Error for
Boring Machine Based on PCA and LS-SVM. In Proceedings of the 2016 3rd International Conference on
Mechatronics and Mechanical Engineering, Shanghai, China, 21–23 November 2016.

20. Xu, R.; Wunsch, D. Survey of clustering algorithms. IEEE Trans. Neural Netw. 2005, 16, 645–678. [CrossRef]
[PubMed]

21. Schlechtingen, M.; Santos, I.F.; Achiche, S. Using Data-Mining Approaches for Wind Turbine Power Curve
Monitoring: A Comparative Study. IEEE Trans. Sustain. Energy 2013, 4, 671–679. [CrossRef]

22. Raouafi, S.; Achiche, S.; Begon, M.; Sarcher, A.; Raison, M. Classification of upper limb disability levels of
children with spastic unilateral cerebral palsy using K-means algorithm. Med. Biol. Eng. Comput. 2018, 56,
49–59. [CrossRef] [PubMed]

23. Yiakopoulos, C.T.; Gryllias, K.C.; Antoniadis, I.A. Rolling element bearing fault detection in industrial
environments based on a K-means clustering approach. Expert Syst. Appl. 2011, 38, 2888–2911. [CrossRef]

24. Mayer, J.R.R. Five-axis machine tool calibration by probing a scale enriched reconfigurable uncalibrated
master balls artefact. CIRP Ann.-Manuf. Technol. 2012, 61, 515–518. [CrossRef]

25. Soichi, I.; Wolfgang, K. Indirect Measurement of Volumetric Accuracy for Three-Axis and Five-Axis Machine
Tools A Review. Int. J. Autom. Technol. 2012, 6, 110–124.

26. Mchichi, N.A.; Mayer, J.R.R. Axis location errors and error motions calibration for a five-axis machine tool
using the SAMBA method. Procedia CIRP 2014, 14, 305–310. [CrossRef]

27. ISO 230-1:2006. Test Code for Machine Tools. Part 1: Geometric Accuracy of Machines Operating under No-Load or
Quasi-Static Conditions; International Standards Organization: Geneva, Switzerland, 2012.

http://dx.doi.org/10.1177/0954406212456475
http://dx.doi.org/10.1016/j.precisioneng.2014.10.010
http://dx.doi.org/10.12913/22998624/62921
http://dx.doi.org/10.1007/s00170-014-6558-0
http://dx.doi.org/10.1115/1.4034399
http://dx.doi.org/10.1109/TIM.2004.834070
http://dx.doi.org/10.1016/j.ymssp.2008.03.010
http://dx.doi.org/10.1515/EQC.2008.109
http://dx.doi.org/10.1109/TNN.2005.845141
http://www.ncbi.nlm.nih.gov/pubmed/15940994
http://dx.doi.org/10.1109/TSTE.2013.2241797
http://dx.doi.org/10.1007/s11517-017-1678-y
http://www.ncbi.nlm.nih.gov/pubmed/28667591
http://dx.doi.org/10.1016/j.eswa.2010.08.083
http://dx.doi.org/10.1016/j.cirp.2012.03.022
http://dx.doi.org/10.1016/j.procir.2014.03.088


J. Manuf. Mater. Process. 2018, 2, 60 15 of 15

28. Erkan, T.; Mayer, J.R.R.; Dupont, Y. Volumetric distortion assessment of a five-axis machine by probing a 3D
reconfigurable uncalibrated master ball artefact. Precis. Eng. J. Int. Soc. Precis. Eng. Nanotechnol. 2011, 35,
116–125. [CrossRef]

29. Mundfrom, D.J.; Shaw, D.G.; Ke, T.L. Minimum Sample Size Recommendations for Conducting Factor
Analyses. Int. J. Test. 2005, 5, 159–168. [CrossRef]

30. Shaukat, S.S.; Rao, T.A.; Khan, M.A. Impact of sample size on principal component analysis ordination of an
environmental data set: Effects on eigenstructure. Ekológia 2016, 35, 173–190. [CrossRef]

31. Han, J.; Kamber, M.; Pei, J. Data Mining: Concepts and Techniques; Morgan Kaufmann Publishers Inc.: Waltham,
MA, USA, 2011; pp. 401–407, ISBN 13: 978-1-55860-901-3.

32. Kim, D.-W.; Lee, K.H.; Lee, D. On cluster validity index for estimation of the optimal number of fuzzy
clusters. Pattern Recognit. 2004, 37, 2009–2025. [CrossRef]

33. Kodinariya, T.M.; Makwana, P.R. Review on determining number of Cluster in K-Means Clustering. Int. J.
Adv. Res. Comput. Sci. Manag. Stud. 2013, 1, 90–95.

34. Bholowalia, P.; Kumar, A. EBK-Means: A Clustering Technique based on Elbow Method and K-Means in
WSN. Int. J. Comput. Appl. 2014, 105, 17–24.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1016/j.precisioneng.2010.08.003
http://dx.doi.org/10.1207/s15327574ijt0502_4
http://dx.doi.org/10.1515/eko-2016-0014
http://dx.doi.org/10.1016/j.patcog.2004.04.007
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Volumetric Error 
	VE Measurement and Processing Plan 
	VE Measurement Method 
	VE Preprocessing 
	VE Feature Extraction 
	VE Features Classification 

	VE Data Source for This Research 
	Result and Discussion 
	VE Feature Extraction 
	VE Feature Classification 
	K Value Selection 
	Classification Results Analysis 

	Discussion 

	Conclusions 
	References

