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Abstract: The thermodynamic heat-transfer mechanisms, which occur as a heated billet cools in an air
environment, are of clear importance in determining the rate at which a heated billet cools. However,
in finite element modelling simulations, the convective heat transfer term of the heat transfer mecha-
nisms is often reduced to simplified or guessed constants, whereas thermal conductivity and radiative
emissivity are entered as detailed temperature dependent functions. As such, in both natural and
forced convection environments, the fundamental physical relationships for the Nusselt number,
Reynolds number, Raleigh parameter, and Grashof parameter were consulted and combined to form
a fundamental relationship for the natural convective heat transfer as a temperature-dependent
function. This function was calculated using values for air as found in the literature. These functions
were then applied within an FE framework for a simple billet cooling model, compared against
FE predictions with constant convective coefficient, and further compared with experimental data
for a real steel billet cooling. The modified, temperature-dependent convective transfer coefficient
displayed an improved prediction of the cooling curves in the majority of experiments, although
on occasion a constant value model also produced very similar predicted cooling curves. Finally,
a grain growth kinetics numerical model was implemented in order to predict how different con-
vective models influence grain size and, as such, mechanical properties. The resulting findings
could offer improved cooling rate predictions for all types of FE models for metal forming and heat
treatment operations.
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1. Introduction

The industrially focused processing of bulk metal forming, and the associated man-
ufacturing operations such as open-die and closed-die forging, played a significant role
in global industrialisation and subsequent manufacturing growth and development [1].
Whilst forging methods and techniques have developed to allow for smaller, more intricate
forging objects to be accurately formed through the process, similarly the development
of hydraulic presses and very large forging hammers has, in parallel, driven the use of
forging techniques to manufacture huge forgings for very heavy industry, weighing an
excess of 50 tonnes. The use of various steels as the primary material for structural use
has dominated the global metals industry for over a century, largely due to its superior
materials properties, the abundance of iron, and the cost efficiency of manufacture [2]. By
alloying with additional elements including vanadium, nickel, molybdenum, chromium,
cobalt, and others, in small quantities, specialised alloy steels, for specific purposes, can be
produced [3], ranging from corrosion resistant stainless steels to the ultra-hard tool steels.
Steel manufacture globally in 2020 was 1.88 × 109 tonnes, with China manufacturing more
than 50% [4].

Structural steel is a class of steel alloys that are commonly used within the construction
industry but also within industries including aerospace, power generation, nuclear, and
marine industries. Structural steels are commonly produced in specific shapes including
beams, bars, and general billets, allowing for more complex shaping of the raw material by
using machining or bulk forming operations [5], such as press forging and drop-forging.

J. Manuf. Mater. Process. 2021, 5, 137. https://doi.org/10.3390/jmmp5040137 https://www.mdpi.com/journal/jmmp

https://www.mdpi.com/journal/jmmp
https://www.mdpi.com
https://orcid.org/0000-0003-1751-0448
https://doi.org/10.3390/jmmp5040137
https://doi.org/10.3390/jmmp5040137
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/jmmp5040137
https://www.mdpi.com/journal/jmmp
https://www.mdpi.com/article/10.3390/jmmp5040137?type=check_update&version=1


J. Manuf. Mater. Process. 2021, 5, 137 2 of 15

Forged components and forged billets are prevalent within the industry because of the
inherent strength attained through refined grain structure [6]. The largest forgings are
commonly used for heavy industries, including marine, nuclear, and power generation.
Large forging presses can have in excess of 20,000 tonnes of press force, whilst drop hammer
forges can have drop-hammers in excess of 1500 tonnes with a drop height of 5 metres
or greater.

Open-die forging methods are often utilised to process very large billets, which
consists of a series of hammer blows or press stages used to change the dimensions of the
billet. As with all hot-forging operations, the heat transfer to surroundings and heat loss
from the heated billet is of important consideration. Hot forging operations require the
billet to be pre-heated to forging temperature by using induction [7] or furnace heating [8]
methods. However, due to the considerable mass of these large industrial steel billets,
the heating costs account for the considerable production cost [9]. As such, it becomes
important to understand the rate at which these billets cool for a number of reasons: firstly,
to reduce the number of reheating processes by forging the heated billet soon after exiting
the heating stage; secondly, to understand post-forging cooling time, as the large billets
will take up considerable floor space as they cool and require significant separation from
one another to cool without influencing and reheating one another. Thus, this can present
a bottleneck to the process—once available space runs out—as the cooling time for very
large billets is considerable.

Numerous research has considered the cooling of large billets previously. Borisov
and Goland [10] measured cooling rates for a cylindrical 550 mm diameter billet from
different tempering temperatures and with different atmospheric conditions including
natural convection and forced convection. They concluded with a series of design rules for
water flow rate to yield different microstructures. Ma et al. [11] considered fundamental
physics to produce a numerical framework to model the heat transfer coefficient for a spray
cooled casting. Whilst Maisuradze et al. [12] measured overall heat transfer coefficients for
large steel forgings with a spray-cooling environment. Rasouli et al. [13] studied the effects
that cooling rate plays upon the microstructure and subsequent properties of steel billets,
with cooling rates varying from 3 to 15 ◦C/s. They summarised further design rules for
required cooling rate to achieve the following: (i) high strength but with reduced ductility
or (ii) increased toughness.

Similarly, Pola et al. [14] investigated spray cooling, for a heavy 26NiCrMoV 11.5 steel
billet, using experiment and finite element modelling to determine the role that the water
pressure within the jets, as well as the flow rate, plays during quenching, noting that water
pressure had little influence on the cooling of larger sections, albeit some significance in
thinner sections. Whilst water flow rate had a small but noticeable impact, Lacarac et al. [15]
experimentally and computationally with fluid dynamics (CFD) measured cooling rates to
back-calculate using the inverse method the overall heat transfer coefficients on different
surfaces at different incident angles compared to air cross-flow current during a forced
convective cooling environment. They concluded that heat transfer coefficients can be a
factor of three in the same system for different incident angled surfaces.

As such, the intention of this work is to use fundamental fluid dynamics dimensionless
parameters, thermo-physical properties, and thermodynamic relationships to allow for an
improved understanding of the significance of the convective heat transfer mechanism
and to estimate heat transfer coefficients based upon these fundamental principles. These
data would prove useful to industries involved in the processing and manufacture of large
blank billets. A methodology of carrying forward the fundamental fluid dynamics data to
a quick-to-compute finite element modelling framework, considering a simple geometry
billet cooling, will be presented, and thermal predictions from FE are compared against
experimental work within the literature. This framework will allow heavy industry, smaller
companies, and process engineers to simulate the influence of the convective heat transfer
term upon the evolving materials properties, including grain size and yield strength, with
minimal simplifications considered.
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2. Mathematical Theory
2.1. Fundamental Heat Transfer Mechanisms

Heat transfer mechanisms during the cooling of a component fall within three distinct
thermodynamic mechanisms: conduction, convection, and thermal radiation. Conduction
is primarily a solid material heat transfer; thus, conduction dictates the heat transfer within
a heated solid steel billet. In its simplest 1D form, it can be expressed using Fourier’s Law
given in Equation (1):

q = −k
dT
dx

(1)

whereby q is the local heat flux density (W·m−2), k the thermal conductivity (W·m−1·K−1),
and dT

dx the thermal gradient (W·m−1). Thus, as the exterior cools, the hotter interior trans-
fers heat, via thermal conductivity, through the solid. Convection and thermal radiation are
heat exchange mechanisms between the surface of the solid object and the surroundings.
Thus, these two mechanisms drive surface cooling initially. Convection can additionally
be expressed in an overall heat exchange equation, along with thermal conductivity, as
given in Equation (2), whereby U is the effective (overall) heat transfer coefficient, hc is
convective heat transfer coefficient (W·m−2·K−1), and dxw is the part thickness. However,
this relationship does not include cooling caused by thermal radiation.

1
U

=
1
hc

+
dxw

k
(2)

Thermal radiation/emissivity is a thermodynamic heat transfer mechanism which is
always present, regardless of whether there is any atmospheric media. However, at low
temperatures it contributes a very small cooling term compared to convective currents. On
the other hand, at high temperatures, particularly as the component begins to glow with
the heat, emissivity becomes the dominant heat transfer mechanism. Thermal radiation
for a grey-body (with emissivity less than 1) can be described by the Stefan–Boltzmann
equation given in Equation (3):

j = σεT4 (3)

whereby j is the energy flux (W·m−2), T is temperature in K, ε the emissivity (0 < ε < 1), and
σ is the Stefan–Boltzmann constant, (5.67 × 10−8 W·m−2·K−4). Whilst both the thermal
conductivity, k, and the thermal radiation (emissivity), ε, are material properties of the solid
billet that is cooling, the convection term, hc, is a “system” property, and it is dependent
upon atmospheric temperature and atmospheric conditions including air speed/agitation.
The material properties (thermal conductivity and emissivity) can be measured directly
using methods such as Transient hot wire, Lee’s disc, or the laser flash method or tables
can be consulted for accurate material data, the convective transfer coefficient h is a much
more uncertain value.

Currently, when cooling in an air atmosphere, the available research [16] provides
some guidance as to the value of the parameter h for thermal convection heat transfer, but
these proposed values (see Table 1) have relatively wide intervals for different atmospheric
conditions. Thus, it becomes of interest to utilise fundamental equations that can allow for
the estimation of the natural convective coefficient as a function of temperature.

Table 1. Convective heat transfer coefficients, as recommended in literature [16,17].

Type of Convection Convective Heat Transfer Coefficient, h (W·m−2·K−1)

Kosky et al. [16] Incropera et al. [17]

Air, natural (free convection) 2.5 to 25 2 to 25
Air, forced convection 10 to 500 25 to 250

Liquids, forced convection 100 to 15,000 100 to 20,000
Boiling water (inc. phase change) 2500 to 25,000 2500 to 100,000
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2.2. Derivation of Dimensionless Parameters

By considering convective heat transfer from fundamental principles, certain dimen-
sionless parameters are commonly used as fluid and heat transfer characteristics. These
arise from dimensional analysis using the Buckingham Pi Theorem and Rayleigh’s method
of dimensional analysis [18]. By formulating a dimensionless term Π as a function of the
known physical parameters associated with fluid flow, each raised to an unknown power
defined by an arbitrary letter, and solving for the arising set of simultaneous equations
when performing a dimensional balance, the dimensionless Π-groups are yielded. These
are given in Equation (4), for Nusselt number, Equation (5), for Reynolds number, and
Equation (6) for Prandtl number:

NuL =
hcL

k
(4)

Re =
ρVL

µ

(
=

VL
υ

)
(5)

Pr =
cpµ

k
(6)

whereby all the dimensionless Π-groups are related by Nusselt’s expression [19] given
in Equation (7): (

hL
k

)
= C

(
ρVL

µ

)α( cpµ

k

)β
(7)

whereby V is velocity, µ is dynamic viscosity and ν is kinematic viscosity, ρ is density, L
is characteristic length, k is thermal conductivity, hc is the convective coefficient, and cp
is the specific heat capacity. The scaling parameter C and powers α and β are values to
be determined by the geometry and conditions of the system. From Nusselt’s expression
given in Equation (7), specific values of the three parameters α, β, and C have been defined
in differing systems to yield the well-known empirically derived Dittus–Boelter equations,
the Sieder and Tate correlation, and the Hausen expression [20].

By using similar Buckingham Pi dimensional analysis activities considering the buoy-
ancy force per unit volume, one can again derive the Prandtl and Nusselt numbers, as well
as a dimensionless value called the Grashof number (Gr) [17], which is formally a product
of the remaining two Π-groups formed. The Grashof number is defined in Equation (8):

Gr =
gβ∆TL3

ν2 (8)

whereby g is gravitational acceleration, β is thermal expansion coefficient, ∆T is temperature
difference between the surface and locations far away from the object, atmospheric (initial)
temperature was 20 ◦C, L is a characteristic length, and ν is kinematic viscosity.

The Rayleigh number for a fluid flow was formulated by using a combination of the
dimensionless Grashof and Prandtl numbers. It describes a ratio of the time-scales for heat
loss via conduction to the time-scales for heat loss via convection, and the case for natural
convection is presented in Equation (9):

Ra = Gr·Pr =
gβ∆TL3cpµ

kν2 (9)

which is commonly simplified by using the standard definitions of viscosity (Equation (10)):

ν =
µ

ρ
(10)

and the thermal diffusivity term (Equation (11)):

α =
k

ρcp
(11)
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to yield the Rayleigh number (Equation (12)).

Ra =
gβ∆TρL3

µα
(12)

At this point, one must consider the magnitude of the Grashof, Rayleigh, and Reynolds
numbers in order to determine whether the air-flow displays laminar or turbulent be-
haviour. For vertical plates, which will be a close match to the geometry considered here,
the assumed cut-off for laminar to turbulent behaviour for the Rayleigh number is 109 [17].
Given that for the geometry considered here, the Rayleigh number calculated actually
spans this value of 109 at lower and higher air temperatures; thus, makes a selection of the
parameters for general Equation (13) [17] challenging.

NuL = CRan , f or { laminar C=0.59, n= 1
4

turbluence, C=0.1, n= 1
3

(13)

Alternatively, work on proposing an entire range approximation, by Churchill and
Chu [20], yields the empirically derived expression given in Equation (14).

NuL =

0.825 +
0.387Ra1/6

L[
1 + (0.492/Pr)9/16

]8/27


2

(14)

2.3. Natural Convection

In order to calculate the natural convective heat transfer terms, one can use temperature-
dependent values in the literature [21] for ν and k. Subsequently, by using a constant thermal
expansion (0.0032 K−1) and g = 9.81 m·s−2, temperature dependent tabular calculations for
all the required dimensionless parameters—namely the Prandtl, Grashof, Rayleigh, and
Nusselt numbers—and the arising natural convective heat transfer coefficient h, based upon
the Churchill and Chu model, are computed and provided in Table 2. Note that this first
principle calculation using the assumed expressions for Rayleigh, Grashof, and Nusselt,
which are only valid for certain conditions, yields a room temperature convective coefficient
of approximately 3.0 to 3.3 W·m−2·K−1 within the widely quoted range of permissible
convective transfer coefficients in a natural convection system. This value is right at the
bottom of the permissible range, suggesting that this calculation is in line with others’ work,
albeit potentially with a high degree of conservatism.

Table 2. Derived thermal conductivity, viscosity, Grashof, Rayleigh, Nusselt numbers and convective
coefficient, from first principles, for a range of air temperature.

Temperature
(◦C)

Thermal
Conductivity,
k (W·m−1·K−1)

Kinematic
Viscosity
(m2·s−1)

Prandtl
(-)

Grashof
(-)

Rayleigh
(-)

Nusselt
(-)

Convective
Coefficient,

h (W·m−2·K−1)

25 0.026 1.64 × 10−5 0.709 1.17 × 109 8.27 × 108 115.84 3.01
30 0.026 1.68 × 10−5 0.707 1.67 × 109 1.18 × 109 129.17 3.36
40 0.027 1.70 × 10−5 0.706 2.71 × 109 1.92 × 109 150.13 4.05
50 0.027 1.80 × 10−5 0.705 3.39 × 109 2.39 × 109 160.78 4.34
100 0.031 2.30 × 10−5 0.701 5.04 × 109 3.53 × 109 181.54 5.63
200 0.038 3.40 × 10−5 0.699 5.02 × 109 3.51 × 109 181.07 6.88
300 0.044 4.70 × 10−5 0.702 4.05 × 109 2.84 × 109 169.61 7.46
400 0.05 6.20 × 10−5 0.706 3.14 × 109 2.22 × 109 157.14 7.86
500 0.055 7.80 × 10−5 0.71 2.50 × 109 1.77 × 109 146.74 8.07
700 0.066 1.10 × 10−4 0.728 1.78 × 109 1.29 × 109 133.46 8.80

1000 0.077 1.70 × 10−4 0.73 1.07 × 109 7.80 × 108 114.25 8.78

2.4. Forced Convection

In addition to the fundamental derivation of values for natural convection in air, it is
also of great interest to understand how much effect any additional external mechanisms
such as fans or air currents have upon the increase in the convective coefficient, when
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moving in to a forced convection regime. Thus, the engineer can again revert back to
the fundamental dimensionless properties used to define and describe air flow systems.
Whilst the Reynolds number (Equation (5)) was of little use for natural convection systems
considered before, due to its dependence upon air velocity, this parameter now becomes
highly useful for a forced convective system. Within a vertical cylinder experiment, the
Sieder and Tate correlation (Equation (15)) is used:

NuD = 0.027Re4/5
D Pr1/3

(
µ

µs

)0.14
(15)

where µ and µs are the dynamic viscosity of air at bulk and cooling surface temperatures.
Thus, one can apply the Sieder and Tate correlation of the Nusselt number and, thus
calculate a temperature dependent function for hc using temperature-dependent density of
air, temperature dependent dynamic viscosity of air at the surface temperature (880 ◦C)
and a cold air value (1.8 × 10−5 kg·m−1·s−1), temperature dependent thermal conductivity,
and the characteristic length as the cylinder radius. This calculation yields a temperature
dependent forced convective coefficient hc dependent upon the air speed, as provided in
Figure 1. Again, the calculated forced convective heat transfer coefficient was in excellent
agreement with the data quoted in Table 1, particularly the values from Incropera [17].
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3. FE Modelling Methodology

Computational fluid dynamics (CFD) models are typically used to simulate air flow
across different geometries given the suitability of these software for fluid mechanics
problems. However, for industrial companies producing the large billets, the greater desire
is to understand what role this plays within the solid component, given that this is their
manufacturing output. Thus, finite element (FE) software is suitable for calculating both
heat transfer effects and the linked metallurgical effects within a solid mechanics system.
Whilst CFD software would generate greater accuracy, an FE approach is considered
more likely to be adopted by industrial forging companies due to existing skillsets within
forging and metal forming industry. It has the additional benefit of the coupled thermal-
metallurgical functionality and is likely a computationally cheaper method, with the earlier



J. Manuf. Mater. Process. 2021, 5, 137 7 of 15

described fundamentally derived fluid mechanics relationships embedded as temperature-
dependent heat transfer functions within the FE code.

The geometry considered in experimental work by Borisov and Goland [10] was
replicated in this work to compare FE thermal predictions using the theory developed here
against experimental data. As such, a 0.55 m diameter, 1.6 m tall billet was constructed
within FE software Deform (v11.3) using the 2D axisymmetric mode (with 2D axi-symmetric
element type) to allow for the most efficient computation of the problem. The FE modelling
setup is shown in Figure 2. The model made a simplification that there was no supporting
floor for the billet; thus, it did not lose any negligible amount of heat through conduction
with a floor. The initial air temperature was set at 20 ◦C, with surface transfer coefficient
calculated using the arithmetic mean of the bulk and surface temperatures [19].
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Figure 2. Finite element modelling setup.

The FE model was ran as a purely thermal-metallurgical analysis, with a constant time
step of 10 s and a mesh element length varying between 5 mm and 18 mm (graded with
finer elements at the surface). The model employed a representative material model for the
35KhN3MFA rotor steel, which has a chemical composition as stated in the literature [22]
and is presented in Table 3, with density constant at 7900 kg·m−3. An emissivity constant to
simulate the thermal radiative cooling of the part within the FE model of 0.75 was included
in to the model, and thermal conductivity and specific heat capacity were included as
temperature-dependent functions as given in Figure 3.

Table 3. Chemical composition of rotor steel 35KhN3MFA.

Element C Ni Cr Mn Mo V Cu Si S P Fe

Wt % 0.36 2.96 1.37 0.41 0.36 0.15 0.1 0.33 0.015 0.013 Bal.
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The convection coefficient was defined in a number of ways, firstly as a constant value
commonly used in FE modelling and secondly as a temperature-dependent function, using
the fundamentally derived values for natural and forced convection conditions developed
in the theoretical work. All other modelling parameters and values were constant; thus,
it allowed a direct study of the effect that the convective term particularly had upon the
cooling rates of large steel billets, with an experimentally measured cooling curve for
validation. For the forced cooling experiment, a forced air convective transfer term based
upon the Sieder and Tate correlation for a moderate air flow speed of approximately 40 to
50 m/s was assumed, in absence of any firm data in the experiment.

The effects of buoyancy forces, which may result in a variation in the Nusselt number
across the height of the cylinder, have currently been ignored for the sake of computational
simplicity. The height of the cylinder considered in the Borisov and Goland work [10]
compared to its diameter is a ratio of roughly 3:1; thus, by ignoring this term, the results
are a slight simplification of the true fluid dynamics involved, and as such the model will
produce largely uniform thermal profiles, with the exception for edge effects, which is a
simplified prediction compared to the more accurate results from a CFD software.

4. Results

The FE models were simulated on a 16Gb RAM desktop workstation, with simulation
time of approximately 1 h. After simulation, the models were interrogated for cooling rates
at nodes representative of (a) the middle of the billet and (b) a node at the mid-height point
on the outer wall of the billet. Furthermore, the results from the various simulations were
compared against experimental data. Screenshots from the FE models for the naturally
cooling 2D axisymmetric billet are given in Figure 4 in order to highlight how thermal
fields are evolving during cooling and also to illustrate the overall similarities between
evolving thermal fields from the fixed and temperature-dependent functions for convective
heat transfer.

The subtle differences in the modelled cooling rates require further analysis at relevant
nodes (matching the experimental thermocouple locations) to display trends in a more
concise manner. It becomes evident when further analysing the cooling rates at specific
nodes either at the centre, or the outer edge of the billet, that small variations in cooling
rates are predicted by the different convection coefficients over the duration of the FE
simulation. Using the Borisov and Gorland [10] experimental data as validation, the graphs
presented in Figure 5a illustrate that for the natural cooling experiment, the FE model using
the temperature-dependent function improved the match compared to the experiment for
the measurement taken on the outer edge.
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However, this improvement only really becomes evident after approximately 7 h of
cooling, whereby the temperature dependent function for hc shows a fractionally hotter
billet at the centre matched by a fractionally cooler billet at the edge by roughly 30 ◦C.
Thus, the temperature dependence of the convective term marginally affects the rate at
which heat is lost from the surface and, in turn, influences the rate at which heat rebalances
in the part through conduction.
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It is noted that both models were not particularly accurate at predicting the initial
significant cooling rate on the exterior edge over approximately the first 5 h. However, the
experimental data and the prediction converged again at approximately the 10 h mark and
produced a good final prediction. The discrepancies in the predicted cooling rate compared
to experiment could be due to experimental issues, including thermocouple tip contact
with the sample and thermal lag in the thermocouple. However, it is also potentially a real
trend that the simplified heat loss terms, using the standard FE assumptions (including
(i) the assumed convective transfer coefficients computed and (ii) the constant radiative
heat loss term), and the impact of ignoring the variation in Nusselt caused by buoyancy
effects has not been represented accurately within the model.

The forced convective cooling FE model predictions and experimental validation data
are presented in Figure 5b, and the predictions for the forced cooling model using the
temperature dependent convective term are again an improvement upon the model using
a fixed hc value. The temperature dependent hc value shows significantly better matching
to both the centre and edge temperatures in the 2 to 7 h time period, albeit with a 30 to
40 ◦C error. On the other hand, the fixed hc model cools too rapidly at the start of this
time interval. For both locations, the temperature-dependent hc model does marginally
match better to the experimental temperature after 10 h plus of cooling, although these
differences are minimal. However, it must also be stated that the reasonably good matching
of the temperature-dependent hc model may be due to the modeller being able to freely
choose the “air-speed” hc function to match experimental data. Given that the historical
experimental data from the literature included no air-speed for the forced cooling condition,
the best-matching dataset was employed.

5. Discussion

Understanding the cooling curves experienced by metallic components more ac-
curately has numerous industrial benefits. It can allow for alleviation of process-route
bottlenecks, such as being able to reduce required cooling times for large components.
It allows for scheduling pre-forging heating operations or forging blows such that new
components or parts are released from the prior manufacturing stage to the subsequent
manufacturing operation and, finally, to cooling the holding pen in order to coincide with
other parts that are exiting.

However, an improved understanding of cooling curves also has metallurgical and
mechanical benefits. The cooling rate is one of the principal influences on grain size, which
in turn strongly influences the mechanical properties such as yield strength, toughness and
hardness. Given the successful validation activity on the cooling rates at different locations
within the billet, the use of the FE model is extended, and this time it is extended in an
unvalidated form in order to make further predictions for metallurgical and microstructural
trends and to predict grain growth within the FE model. As such, a well-established
phenomenological solution of a parabolic form, presented in the literature by Semiatin [23],
has been employed. In this approach, the mean grain size is allowed to grow with the
relationship, as provided in Equation (16):

dn − dn
0 = A·t·e−(

Q
RT ) (16)

where d is final grain size (µm), d0 is the starting grain size (µm), t is time (s), Q is the acti-
vation energy for grain growth (J/mol), R is the universal gas constant (8.314 J·mol−1·K−1),
T is temperature (in Kelvin), and A and n material-specific constants. The grain growth
model was applied to the billet during cooling from 880 ◦C, with an assumed initial grain
size of 2.5 µm throughout the billet. Literature [24–26] were consulted to find appropri-
ate values for the activation energy and material constants for a low-to-medium carbon
steel with relatively low manganese content, with values used matching or close to these
estimates, with activation energy Q = 400 kJ·mol−1, kinetic exponent, n = 6, and scaling
parameter A = 1.8 × 1023 µm6·s−1.
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The arising grain growth predictions from FE showed negligible sensitivity to the type
of convective law used (either constant convective heat transfer coefficient, or a temperature
dependent parameter), and these predictions of grain growth for the natural convection
and forced convection billets are given in Figure 6. They also showed only very minor
variation from one another, with all the grain growth kinetics occurring within the first
hour of cooling. In fact, the vast majority of that occurred within the first 30 min of the
cooling period. The largest grains at the slow cooling centre in the natural convective
cooling model reached 17.8 µm in diameter. On the other hand, the smallest grains at
the surface only reached 8.2 µm. For the forced convective cooling model, the central,
slower cooling region reached an average grain size of 17.1 µm in diameter, whilst the more
rapidly cooling grains at the edge only reached 7.3 µm. This would strongly suggest that
this initial short period of the cooling process is by far the most critical for influencing grain
size and, in turn, the mechanical properties of the cooling billet. It, therefore, highlights a
very narrow window of time for the industry to concentrate on controlling billet cooling
rate and temperature and to optimise the final properties of the material.
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The Hall–Petch relationship (see Equation (17)) governs the yield strength of the
material as a function of the average grain size. This emerging yield strength, σY, is
dependent upon the average grain size, d, and the material constants, k and σ0.

σY = σ0 + k·d−1/2 (17)

The material constants σ0 and k are assumed to be 400 MPa and 530 MPa·µm0.5 [27],
respectively. The FE model predicts that the largest grains—on the axisymmetric centreline
of the billet—increased to approximately 17.1 to 17.8 µm (depending on the convection
being wither forced or natural), whereas the smallest grains, at the outer edge of the billet,
only increased approximately 7.4 to 8.2 µm (see Table 4). Thus, the Hall–Petch relationship
would suggest that the material at the centre of the billet has a yield strength of 528 MPa,
whilst the material at the edge of the billet has a strength of 596 MPa. Thus, the centre of
the cooled billet, due to the grain growth kinetics, has become slightly less strong than the
finer grained outer edge by approximately 15%.

Table 4. Predicted yield strength of different parts of the billets, for different convective cooling,
based upon the Hall–Petch relationship.

Convective Cooling
Method Location in Billet Grain Size (µm) Yield Strength (MPa)

Natural convection
Centre 17.8 526
Edge 8.2 585

Forced convection
Centre 17.1 528
Edge 7.3 596

6. Conclusions

A temperature-dependent function for describing the convective heat transfer coeffi-
cient between a heated billet and the atmosphere, for both natural and forced convection,
has been constructed by using fundamental properties of air-flow including thermal con-
ductivity, air velocity, dynamic and kinematic viscosity and density, forming the Reynolds,
Rayleigh, Grashof, and Prandtl numbers. These tabular datasets were used in an FE model
to compare cooling curve predictions against a constant convective coefficient model and
against the experiment. The following conclusions were drawn:

• A fundamental calculation of natural convective heat transfer using known empirical
relationships which are valid for certain conditions produces a room temperature
hc value of approximately 3 W·m−2·K−1 at the bottom-end of the usual quoted range
of hc values for air. This ranged up to 9 W·m−2·K−1 at elevated temperatures and
plateaued at temperatures above 700 ◦C due to the effects of increasing kinematic
viscosity cancelling with the effects of increasing conductivity.

• The FE analysis for the natural convective cooling shows that the cooling rate at the
edge for the temperature dependent hc term matches the experiment marginally better
than for fixed cooling, although both models matched one another for the first 7 h. For
the centre location during natural convective cooling, the FE prediction matched to
experimental measurements was a little more wayward during the first 4 h.

• For the forced convective cooling case, varying the hc term in the FE models produced
a more noticeable effect, with the edge node cooling curve matching the result from
FE with temperature dependent hc function reasonably well. Similarly, for the centre
node, results for the temperature dependent hc term were an improved fit to the
experiment compared to fixed hc.

• The validated thermal model was extended to include metallurgical effects. Grain size
kinetics were predicted to show that there were negligible effects on the arising grain
size for different convective term models. Even a comparison of natural versus forced
convective cooling showed only very minor grain size variation. The dominant grain
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size pattern is for the centre to have coarser grains due to slower cooling, and the edge
region grains are smaller due to more rapid cooling. This is present in all grain size
FE predictions.

• Thus, the convective heat transfer term is concluded to be only of minor importance to
metallurgical features, with a small window of opportunity at the start of the cooling
phase, during which the cooling rate dominates the arising grain size and mechanical
properties of the material.
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