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Abstract: (1) Background: Avatar Therapy (AT) is currently being studied to help patients suffering
from treatment-resistant schizophrenia. Facilitating annotations of immersive verbatims in AT
by using classification algorithms could be an interesting avenue to reduce the time and cost of
conducting such analysis and adding objective quantitative data in the classification of the different
interactions taking place during the therapy. The aim of this study is to compare the performance
of machine learning algorithms in the automatic annotation of immersive session verbatims of AT.
(2) Methods: Five machine learning algorithms were implemented over a dataset as per the Scikit-
Learn library: Support vector classifier, Linear support vector classifier, Multinomial Naïve Bayes,
Decision Tree, and Multi-layer perceptron classifier. The dataset consisted of the 27 different types of
interactions taking place in AT for the Avatar and the patient for 35 patients who underwent eight
immersive sessions as part of their treatment in AT. (3) Results: The Linear SVC performed best over
the dataset as compared with the other algorithms with the highest accuracy score, recall score, and
F1-Score. The regular SVC performed best for precision. (4) Conclusions: This study presented an
objective method for classifying textual interactions based on immersive session verbatims and gave
a first comparison of multiple machine learning algorithms on AT.

Keywords: artificial intelligence; virtual reality therapy; auditory hallucinations; schizophrenia;
psychotherapy; machine learning; algorithms

1. Introduction

A severe mental disorder such as schizophrenia has a high social burden [1]. The
economic burden of schizophrenia in the United States alone reached 155.7 billion dollars
in 2013 [2]. The mental state of those suffering from schizophrenia may be disturbed. This
disturbance can include delusions and hallucinations, also known as positive symptoms.
Patients with schizophrenia are more likely to experience auditory hallucinations [3]. A
thorough strategy is therefore required for the treatment of positive symptoms. Psychoedu-
cation is used to explain the diagnosis, and psychopharmacological treatments are added
to deal with delusions and hallucinations [4,5]. Despite receiving regular medical treat-
ments, over 25% of individuals still have positive symptoms [6,7]. Antipsychotic drugs and
psychotherapy techniques such as family interventions, psychoeducation, and cognitive-
behavioral therapy (CBT) are frequently used in the standard of care treatment [8,9].

Novel therapies such as Avatar Therapy (AT) emerged to account for this problem
and offer an alternate solution for patients suffering from schizophrenia with refractory
auditory hallucinations [10]. This therapy is still being studied to validate its efficiency in
reducing patients’ refractory auditory hallucinations and assessing their wellbeing. Avatar
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Therapy implies the use of a virtual reality headset where the therapists interact with the
patient in an immersive environment [11]. In the environment, the therapist animates
a visual representation (pre-configured by the patient) of the patient’s auditory halluci-
nation. AT was initially developed by Leff et al. (2014) in 2008 [12]. In their first pilot
trial for this type of therapy, AT consisted of 7 weeks of therapy (one session per week),
comprising six immersive 30 min sessions with the Avatar. This trial enrolled 26 patients, 16
received AT, and they benefited from a significant reduction in the frequency and intensity
of their auditory hallucinations [13]. Furthermore, it highlighted a significant reduction
in depressive symptoms. In 2016, Craig and al. (2018, trial number: ISRCTN, number
65,314 790) conducted the first single-blind, randomized controlled trial with 150 patients
from 18 to 65 years who had received a clinical diagnosis of schizophrenia spectrum and
had auditory verbal hallucinations despite continued treatment [14]. These patients were
randomly assigned to receive AT or supportive therapy. The main outcome was reduction
in auditory verbal hallucinations at 12 weeks on the Psychotic Symptoms Rating Scales
Auditory Hallucinations (PSYRATS-AH) [14]. At the Institut Universitaire en Santé Mentale
de l’Université de Montréal (IUSMM), an undergoing clinical trial piloted by Dr. Dumais
and Dr. Potvin is comparing AT to CBT for patients suffering from schizophrenia with
auditory hallucinations under continued treatment. The trial includes 136 participants: 68
undergoing AT and 68 undergoing CBT. While this trial is underway, a one-year pilot ran-
domized comparative trial evaluating the short- and long-term efficacity of VRT over CBT
at the IUSMM for this population and assessed 37 patients who undertook AT and 37 who
undertook CBT [15]. AT achieved larger effect sizes than CBT on auditory hallucinations
for these patients as well as showed significant results on persecutory beliefs and quality of
life [15].

While clinical trials are showing promising outcomes regarding the impact of Avatar
Therapy (AT) in reducing auditory hallucinations among individuals with schizophrenia, a
few studies have attempted to qualitatively assess the verbatims of immersive sessions to
gain a deeper understanding of the therapeutic process. Commonly employed techniques
for this assessment include content analysis of therapeutic sessions, semi-structured in-
terviews, and questionnaires. However, these methods can be time-consuming, require
significant human resources, are susceptible to biases depending on the analytical approach
taken, and may be hard to generalize [16]. These biases include misclassification of out-
comes, selection biases, and confounding biases [17]. Often, they focus on a limited set of
items, which makes it challenging to obtain a comprehensive understanding of the under-
lying therapeutic process. Qualitative approaches such as phenomenology or grounded
theory are often utilized to explore the nuances of therapeutic sessions [18].

In 2018, an initial content analysis of AT was conducted, examining the therapeutic
sessions of 12 patients who underwent the therapy [19]. They analyzed up to 84 immersive
session verbatims until reaching a saturation point. This analysis revealed five thematic
areas that emerged from patients’ dialogue with the Avatar: emotional response to voices,
beliefs about voices and schizophrenia, self-perceptions, coping mechanisms, and aspira-
tions [19]. These themes provided initial insights into potential therapeutic targets in AT.
Building upon this, Beaudoin et al. conducted a subsequent study in 2021, qualitatively as-
sessing 125 therapy verbatims (totaling 1419 min) from 18 patients [20]. The aim was to gain
a deeper understanding of the dynamics between the patient and the Avatar. Two major
key themes were identified for the Avatar: confrontational techniques (comprising eight
sub-themes) and positive techniques (comprising six sub-themes). For the patients, five
key themes were identified: self-perceptions, emotional responses, aspirations, coping
mechanisms, and beliefs about voices and schizophrenia. These five themes encompassed
a total of 14 sub-themes [20]. These qualitative studies contribute to the knowledge of
the therapeutic process in AT, shedding light on the interactions between patients and
Avatars and identifying key thematic areas that could guide future research and therapeutic
interventions. While qualitative data can be informative and extensive in nature, it lacks
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the quantitative counterpart necessary to determine the specific elements of therapy that
may contribute to positive outcomes.

Classification algorithms are often used in the field of medicine to account for this
lack of quantitative assessment [21]. As an example, a study designed by Chekroud et al.
reviewed the use of classification algorithms to predict treatment outcomes in psychiatry,
ranging from medication to psychotherapies to digital interventions and neurobiological
treatments, and included the classification of text entities [22]. They conclude that the use
of classification algorithms is a new but important approach to improving the effectiveness
of mental health care [22]. In mental health, few of these approaches have been attempted,
mostly due to the limited amount of data available (e.g., a small number of therapeutic
verbatims). In Avatar Therapy, the complexity of having interactions between three individ-
uals and the fact that it is less readily available to the public limits the extent of usable data
for constructing a database. As an example, this can yield databases that are smaller than
data readily available for internet-based CBT. A classification algorithm applicable to small
databases is therefore needed for such cases. A recent review assessed machine learning
algorithms used in the context of psychiatry, psychology, and social sciences and identified
several potential algorithms that can be used with small datasets [23]. Classification algo-
rithms such as Naïve Bayes, Decision Tree, and support vector machine classifiers were
found to be relevant in these contexts. According to the identified algorithms, the most
used and best-performing algorithm is the support vector machine [23]. This opens the
door to merging previous content analysis with quantifiable data to forecast the prediction
of therapeutic outcomes in the context of psychotherapy. Facilitating annotations of im-
mersive verbatims in AT by using classification algorithms could be an interesting avenue
to reduce the time and cost of conducting such analysis and adding objective quantitative
data in the identification and classification of the different interactions taking place during
the therapy.

The aim of this study is to compare the performance of machine learning algorithms in
the automatic annotation of immersive session verbatims of AT. Considering the resources
required to conduct such a task and the subjectivity of manual annotation of psychotherapy
verbatims, the use of AI algorithms may be an interesting avenue. The main goal to be
achieved in this study is to be able to identify the best-performing algorithm to conduct
automated annotations of AT verbatims. This requires the proper identification of the
best-performing algorithm for the specific context of AT. We hypothesize that support
vector machine algorithms will perform best considering the limited dataset available
for AT at this time and considering the high number of features being integrated for the
automated classification of the interactions taking place in the verbatims.

2. Materials and Methods
2.1. Participants and Recruitment

The data utilized in this study originated from individuals who participated in pilot
trials conducted at the Centre de recherche de l’Institut universitaire en santé mentale de
Montréal (CR-IUSMM) and an ongoing trial that compares AT to CBT. These participants
were enrolled in the clinical trial registered on Clinicaltrials.gov, identified by the number
NCT03585127 [15]. All participants received a total of nine one-hour psychotherapeutic
sessions, of which eight were immersive sessions involving interaction with a virtual repre-
sentation of their auditory verbal hallucinations—the Avatar. The participants included
in this study were patients of the IUSMM aged over 18 years. They all suffered from
treatment-resistant schizophrenia (TRS), defined by the lack of response to two or more
dopaminergic antagonists as expressed by the persistence of auditory hallucinations. The
AT sessions were administered between the years 2017 and 2022.

2.2. Dataset: Corpus of Avatar Therapy and Features

Immersive sessions of 35 patients who had undergone AT were transcribed verbatim
from audio recordings by research auxiliaries. The verbatims were then verified by AH
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to ensure the integrity of the transcriptions. This yielded 288 verbatims representing over
250 h of immersion in AT. Annotations of the interactions between the patients and the
Avatars were classified as per the 27 themes described in Beaudoin et al. 2021 [20]. The
themes are presented in Table 1 for the Avatar and Table 2 for the patients.

Table 1. Summary of Avatar interactions’ themes as per Beaudoin et al. 2021 [20].

Avatar Themes Examples

Accusations “You did this.”

Omnipotence “I am all over the place.”

Beliefs “I think you are crazy.”

Active listening, empathy “Please relax, take your time.”

Incitements, orders “You should stop doing.”

Coping mechanisms “Tell me why you are sad when I say this?”

Threats “I will destroy you.”

Negative emotions “It’s difficult for me to realize that.”

Self-perceptions “I identify myself as nothing.”

Positive emotions “I am the best in the world”.

Provocation “Try stopping me from making you ill.”

Reconciliation “Should we make peace?”

Reinforcement “Try this again.”

Table 2. Patient interactions’ themes as per Beaudoin et al. 2021 [20].

Patient Themes Examples

Approbation “You are right.”

Self-deprecation “I can’t do this.”

Self-appraisal “I am a nice person.”

Other beliefs “You are the one controlling me.”

Counterattack “You are the one who did this, not me!”

Maliciousness of the voice “You are trying to make this hard for all.”

Negative “It is very hard.”

Negation “I never did this.”

Omnipotence “I am the greatest.”

Disappearance of the voice “Please leave me alone!”

Positive “I am feeling wonderful.”

Prevention “I am trying to dismiss you.”

Reconciliation of the voice “Can we work together?”

Self-affirmation “I am capable of doing this.”

A dataset comprising 280 therapy transcripts from thirty-five randomly selected
patients who underwent Avatar Therapy (AT) between 2017 and 2022 at our institution
was compiled. Each patient participated in eight therapy sessions, resulting in an average
of eight transcripts per patient. The transcripts were originally manually typed and were
in Canadian French. For annotation purposes, the transcripts were manually annotated
using the 27 themes described in the study conducted by Beaudoin et al. in 2021 [20].
The annotation process was carried out using QDA Miner version 5, a qualitative data
analysis software developed by Provalis Research [24]. The annotations were subsequently
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extracted as text files, with each file containing a varying number of interactions (ranging
from 1 to 40) related to the same theme. These extracted annotations were then categorized
into two conceptual databases: Avatar and Patient, following the representation depicted
in Figure 1.

Figure 1. Dataset for the corpus of Avatar Therapy.

2.3. Machine Learning Algorithms

Five algorithms for automated text classification were implemented over the AT
dataset in Python 3.11 as per the classification identified in the previous literature review
for the context of psychotherapy: Support vector classifier (SVC), Linear support vector
classifier (Linear SVC), Multinomial Naïve Bayes (Multinomial NB), Decision Tree (DT), and
Multi-layer perceptron classifier (MLP) [23]. They were all used over the Avatar conceptual
dataset and the Patient conceptual dataset. A GridSearchCV (GSCV) technique from the
Scikit-Learn library was employed to optimize the performance of the machine learning
algorithm and improve classification strategies. GSCV is a valuable tool as it allows users
to explore various hyperparameters and cross-validate the classifier’s predictions, thereby
identifying the optimal combination of parameters that yield the best performance. In this
study, GSCV was applied to both SVC and LSVC classifiers [25]. Default parameters were
utilized for the DT, MLP, and Multinomial NB classifiers, as they demonstrated superior
performance when considering hyperparameterization.

The algorithms were paired with a term frequency-inverse document frequency (TF-
IDF) statistic, known for its superior performance in text classification when compared
with other algorithm-tokenizer combinations. To implement TF-IDF tokenization, we
selected the TfidfVectorizer provided by the Scikit-Learn library. This vectorizer facilitates
the conversion of the raw text extracted from the interview’s interactions into numerical
vectors [26]. Additionally, vectorizers can be customized to accommodate stop-words if
necessary. Because the classification categories were designed to separate text entities based
on their distinct intrinsic characteristicsthe assumption is that the features are linearly
separable [20].
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2.3.1. Support Vector Classifier (SVC)

A Support vector classifier is employed for supervised classification tasks [27]. Finding
the best hyperplane to divide several classes of data points in a high-dimensional feature
space is the main goal of this particular support vector machine (SVM) approach [28].
Maximizing the margin between classes, it does this with the intention of achieving good
generalization performance [29]. It operates by locating a subset of training samples
known as support vectors that serve as the decision boundary’s key points. These support
vectors are critical in choosing the best hyperplane because they are located closest to the
decision boundary.

The implementation used for the SVC in this study is from Scikit-Learn, more precisely,
the SVC class of the SVM library [26,30].

2.3.2. Linear Support Vector Classifier (Linear SVC)

The Linear support vector classifier belongs to the family of support vector machines.
As compared with SVC, Linear SVC uses a linear kernel. A kernel is a mathematical
function that is used in a variety of machine-learning methods to turn data into a higher-
dimensional feature space [31]. The ability of algorithms to address complicated issues
that can be challenging or even impossible to handle in the original input space is fun-
damentally dependent on kernels. Therefore, a linear kernel is used when the data are
linearly separable.

The implementation used for the SVC in this study is from Scikit-Learn, more precisely,
the SVC class of the SVM library with the specification of using a linear kernel [30,32].

2.3.3. Multinomial Naïve Bayes Classifier (Multinomial NB)

The main application of the probabilistic machine learning technique known as the
Multinomial Naïve Bayes classifier is text classification problems. It is a development of the
Naïve Bayes method, which relies on the Bayes theorem and assumes that the characteristics
are conditionally independent of the class [33]. The Bayes theorem enables us to revise the
likelihood that Event A will occur considering novel data or supporting evidence provided
by Event B. By combining the prior probability (P(A)) and the likelihood (P(B|A)), it offers
a method for calculating the posterior probability (P(A|B)) [34]. To handle discrete features
in text data, such as word counts or frequencies, the Multinomial Naïve Bayes classifier
was developed.

The implementation used for the SVC in this study is from Scikit-Learn, more precisely,
the MultinomialNB class of the Naïve Bayes library [30].

2.3.4. Decision Tree Classifier (DT)

Decision Tree-based classifiers are non-parametrized and utilized as supervised learn-
ing methods for item classification. These classifiers represent observations about an item
through branches and draw conclusions about the item’s value or score through leaves [35].
The splitting of observations across branches is determined by predefined rules based on
the categories used for classification. In the context of text classification, the underlying
concept is that each piece of text being classified undergoes a process of splitting across
branches until it reaches a leaf (representing a category) according to probabilistic rules
established by the designer of the Decision Tree [36].

The implementation used for the DT in this study is from Scikit-Learn, more precisely,
the DecisionTreeClassifier class [30].

2.3.5. Multi-Layer Perceptron Classifier (MLP)

A Multi-layer perceptron classifier is used for a variety of machine learning tasks,
including classification. It is a model of a feedforward neural network made up of numerous
layers of coupled neurons [37]. The input layer, one or more hidden layers, and the output
layer are commonly present in the layered structure of the MLP classifier. Multiple neurons
make up each layer, which executes calculations on the incoming data and relays the results
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to the following layer. Each neuron in each layer of an MLP is connected to every other
neuron in the neighboring layers, indicating that the MLP is fully connected. Weights
attached to the connections between neurons govern the strength and significance of the
information moving through the network [38].

The implementation used for the MLP in this study is from Scikit-Learn, more precisely,
the MLPClassifier class from the neural_network library [30].

2.4. Data Analysis and Validation

A partitioning strategy was employed for each conceptual database, where 70% of
the annotated documents were used for training the algorithms, while the remaining
30% were utilized for testing purposes [39]. The objective was to establish a statistical
probability for each algorithm, represented by a predictive score, indicating the adequacy of
classifying an interaction. The training and testing sets were intentionally non-overlapping
to adhere to recommended design practices [40,41]. The predictive score corresponds to
the average accuracy, measured by the F1-Score, of the themes being evaluated during
testing. Additionally, a tenfold cross-validation technique was implemented using the
K-Fold model from the Scikit-Learn library for each algorithm [30,42].

The Classification Report tool from the Scikit-Learn metrics module was utilized to
gather information regarding the classification performance of each theme, including
the precision, recall, and F1-Score for each algorithm. Precision represents the positive
predictive value, recall indicates the sensitivity of the prediction, and the F1-Score reflects
the accuracy of theme classification [43]. The F1-Score is a commonly used measure in
text classification that strikes a balance between precision and recall, providing an overall
assessment of classification accuracy. The F1-Score is, therefore, the harmonic mean between
precision and recall [44].

3. Results
3.1. Sample Characteristics

Interactions taking place in the verbatims of 35 patients were used by the five machine
learning algorithms in this study to conduct automated annotation. The characteristics of
the sampled patients are found in Table 3.

Table 3. Characteristics of sampled patients.

Characteristics Value (n = 35)

Sex (number of males, number of females) 27, 8

Age (mean in years) 41.8 ± 11.2

Education (mean in years) 13.4 ± 3.2

Ethnicity (Caucasian, others) 94.3%, 5.7%

% on clozapine 45.7%

3.2. Performance of Machine Learning Algorithms

The average performance of the machine learning algorithm for the automatic annota-
tion of the verbatim is found in Table 4. It can be observed that the Linear SVC performs
best over the dataset as compared with the other algorithms with the highest accuracy
score, recall score, and F1-Score. The regular SVC performs best for precision over the
dataset. Overall, the DT classifier performs the worst over the analyzed metrics. Descriptive
visualization of the F1-Score comparisons can be observed in Figure 2.
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Table 4. Average performances of each classifier on the Avatar conceptual database for the metrics:
accuracy, precision, recall, and F1-Score.

Classifier Accuracy Precision Recall F1-Score

SVC 0.653680 0.736737 0.636364 0.636396

Linear SVC 0.705628 0.715403 0.675325 0.674928

Multinomial NB 0.437229 0.540432 0.545455 0.488000

Decision Tree 0.350649 0.403547 0.389610 0.388143

MLP 0.662338 0.658041 0.636364 0.636298

Figure 2. F1-Score comparisons of the different classifiers over the Avatar database.

The average performances of the different classifiers are presented in Table 5. As for
the performance on the Avatar database, it can be observed that the Linear SVC performs
best for the F1-Score as well as all the other metrics except for the precision, where the
regular SVC offers superior performance. The Decision Tree performs poorly over the
database with the smallest F1-Score. Descriptive visualization of the F1-Score comparisons
of the models over the Patient dataset can be observed in Figure 3.
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Table 5. Average performances of each classifier on the Patient conceptual database for the metrics:
accuracy, precision, recall, and F1-Score.

Classifier Accuracy Precision Recall F1-Score

SVC 0.526842 0.680169 0.526842 0.552448

Linear SVC 0.571930 0.610126 0.571930 0.575930

Multinomial NB 0.315789 0.529961 0.315789 0.297080

Decision Tree 0.350877 0.393063 0.350877 0.359419

MLP 0.564912 0.578114 0.564912 0.567399

Figure 3. F1-Score comparisons of the different classifiers over the Patient database.

4. Discussion

This study aimed to compare the performance of machine learning algorithms in the
automatic annotation of immersive session verbatims of AT. From the five implementations
of machine algorithms over both the Avatar and Patient conceptual databases, it was
observed that the Linear SVC performed the best across all metrics except for the precision.
The regular SVC performed best for the precision metrics.

Artificial intelligence, especially the field of machine learning, could therefore provide
an interesting avenue for automated annotations of psychotherapeutic verbatims, which
are usually performed by human coders. This would have the potential to save resources
(cost and time) as well as balance subjectivity biases introduced by qualitative assessment
of verbatims. Such techniques should be further explored.

While few implementations of supervised machine learning algorithms exist in the
clinical applications of psychiatry and psychotherapy, text classification and automated
annotation is used in different aspects of medicine. A study by Gibbons et al. (2017)
tackled the challenge of classifying open-text feedback of doctor performances with human-
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level accuracy on a corpus of 1636 open-text comments relating to the performance of
548 doctors [45]. With a dataset of comparable size as the one used in our study, it was
found that their support vector machine classifier (SVM) had a similar F1-Score performance
as the one observed in AT. However, in their implementation, DT and the combinations
of three and more models yielded better overall performance. This can be explained by
the context of their applications of machine learning algorithms’ performance comparison,
considering they used a context of an open-ended survey as their corpus, which comprised
fewer features than the ones used in AT. As complexity grows, algorithms such as SVM-
based classifiers perform better in the context of textual entities classified over more
features [46,47].

The performance of LSVC over SVC in the context of AT might be intrinsic to the
linear separation of the different themes [48]. Considering the previous qualitative analysis
conducted on AT, the themes identified were attempted to be as linearly separable as
possible. This can explain the overall poor performance of DT and Multinomial NB. A
recent review of the application of machine learning algorithms on text classification
highlights that Naïve Bayes algorithms often perform poorly, as they assume that all the
features are entirely independent of each other, which often is not the case when the corpus
is human-generated such as in the context of AT [49]. The Multinomial NB assumes a
multinomial distribution of AT interactions that might not be accurate [50]. As for DT,
continuous data such as the dataset of this study offers many branching, and this can lead
to poor performances. As for the precision performance of SVC over Linear SVC, SVC with
an appropriate non-linear kernel can provide better precision by capturing the underlying
complexities of the data. The data in AT refers to interactions between the Patient and
the Avatar and is intrinsically complex as defined by the underlying naturalistic language
being assessed.

Finally, the performance of the MLP might have been impacted by the small size of the
database. Neural network algorithm often needs a vast array of data to achieve adequate
performance [51].

Limitations

The current analysis of the performance for the different implementations of the
machine learning algorithms as described is limited by the small database offered by AT.
As more patients are included in the dataset, the trend of the performances for the different
algorithms will be re-assessed. It is also important to mention that the transcripts examined
in this study were written in Canadian French. A challenge was encountered in finding
vectorizers that incorporated stop-words specifically for the Canadian French language.
Stop-words are words that are typically excluded from the tokenization process as they
hold little or no significant meaning. The absence of appropriate stop-words for Canadian
French can potentially impact the accuracy of the analysis, as it may result in insignificant
words being included in the word vectors and affecting the overall results.

5. Conclusions

To conclude, this study compared the performances of five machine learning algo-
rithms over the AT dataset. More precisely, it focused on the classification of textual
interactions from verbatims of patients suffering from TRS undergoing immersive virtual
reality sessions in AT. The Linear SVC algorithm was identified as being the algorithm
that performed best in terms of the accuracy, recall, and F1-Score for the Avatar concep-
tual dataset and the Patient conceptual dataset. The SVC algorithm also performed well
compared with the other algorithm, achieving the best performances for precision. This
study offers a first comparison of several machine learning algorithms on AT and provides
an objective approach to the classification of textual interactions based on immersive ses-
sion verbatims. Future studies could use this approach to provide insight relating to the
elements being classified and the therapeutical response of patients as per their experience
with AT immersive sessions.
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