lied system 7
@ applied sy r\
{ = innovation MD\Py

Article

Business Process Automation: A Workflow
Incorporating Optical Character Recognition and
Approximate String and Pattern Matching for
Solving Practical Industry Problems

Coenrad de Jager * and Marinda Nel

Department of EIT, University of Arkansas at Little Rock (UALR), Little Rock, AR 72204, USA;
mxhuisamen@ualr.edu
* Correspondence: cgdejager@ualr.edu

check for
Received: 17 September 2019; Accepted: 18 October 2019; Published: 24 October 2019 updates

Abstract: Companies are relying more on artificial intelligence and machine learning in order to
enhance and automate existing business processes. While the power of OCR (Optical Character
Recognition) technologies can be harnessed for the digitization of image data, the digitalized text still
needs to be validated and enhanced to ensure that data quality standards are met for the data to be
usable. This research paper focuses on finding and creating an automated workflow that can follow
image digitization and produce a dictionary consisting of the desired information. The workflow
introduced consists of a three-step process that is implemented after the OCR output has been
generated. With the introduction of each step, the accuracy of key-value matches of field names
and values is increased. The first step takes the raw OCR output and identifies field names using
exact string matching and field-values using regular expressions from an externally maintained
file. The second step introduces index pairing that matches field-values to field names based on
the location of the field name and value on the document. Finally, approximate string matching is
introduced to the workflow, which increases accuracy. By implementing these steps, the F-measure
for key-value pair matches is measured at 60.18% in the first step, 80.61% once index pairing is
introduced, and finally 90.06% after approximate string matching is introduced. The research proved
that accurate usable data can be obtained automatically from images with the implementation of
a workflow after OCR.

Keywords: business process automation; Levenshtein; OCR; Google vision API; Tesseract;
approximate- and exact string matching; index pairing; workflow

1. Introduction

In the data-driven age of today it is imperative for businesses to utilize their data in an efficient and
timely manner in order to gain a competitive advantage. One of the major problems many organizations
face however, is that most of their data assets (+80%) are in a semi- or unstructured format [1-3]
resulting in an investment in costly natural language processing techniques in order to digitize the
data [4]. The aim of this research is to provide a practical business automation workflow that can be
implemented or integrated into an existing system in order to produce accurate digitized image data,
while avoiding the possible errors introduced by manual entry of crucial identity attributes of entities [5].
Digitization is the process of turning information into a form that can be read easily by a computer [4].
Many research papers cover the use of OCR (Optical Character Recognition) technologies available on
the market today as well as provide comparisons between the various technologies [6-8]. The research
conducted for this paper specifically focused on automating, validating, and accurately preparing
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desired data for use in an existing business process or technology. More detailed discussions about
the motivation for the workflow as well as each step built into the workflow will be discussed in the
‘Related Work’ section below.

The novel full image digitization workflow process as suggested by the authors can be seen
below (Figure 1). Each step will be discussed and justified in detail and was designed to overcome the
limitations or problem areas of the step before it.

| OCR Tech | | Business Process Automation | | Business System

Identify Fieldname — [——

s

Alias File:
- Field Name (Alias)
-Field Value (RegEx)

Approx.
String Matching
(Fuzzy)

Fieldname/Value
pairs
(Dictionary)

Pair Fieldname &
o= Fieldvalue >
(Index Pairing)

Google Vision:
Document Text

Extracted Text

> Identify Fieldvalue  |—

Figure 1. Full image digitization workflow process.

The raw extracted text that is generated from the OCR process forms the starting point of the
business process automation. Predefined domain-specific field labels are used in the process of
identifying field names from the extracted text. This is similar to the approach of Ford et al. [9] that
also only used a dictionary of domain-specific words during pattern matching to narrow down the
possible candidates of words to match against. The predefined field labels are maintained in an external
document alias file with the corresponding regular expression as a matching field-value. Regular
expressions were chosen as a means to help identify candidate values for a field as the values for each
key share a common structure but cannot be expressed in a finite dictionary. Key-value matching
becomes more complicated where there are multiple string values in the OCR output file that conform
to a specific regular expression pattern [10]. The solution to this was to use the field name position on
the document and to match the first successful pattern that was located closest to the field name. There
is very little literature that takes this approach, as the focus of many of the studies was simply to suggest
corrections on a GUI (graphical user interface) [9] or to measure correctness of the OCR tools. Other
studies aimed to determine which OCR tools performed the best and give a quantitative result [6-8].
The goal of this study was to produce a working system that generated the key-value pair dictionary
for system consumption. To further improve the accuracy of the matches, ASM (approximate string
matching) was added to the process in order to ensure that provision was made for small reading
errors [11]. Once the program had made the key-value matches, it created a dictionary in JSON format
as a final result. With the output structure being a JSON dictionary, any system that can consume such
a dictionary would be able to use this process as an initial step in digitizing data.

A key objective was to maximize the amount of correct key-value matches (where the key and its
corresponding value were both correctly read from the images and paired together correctly), and to
minimize incorrect key-value matches (where a key would be matched with the incorrect value or
where a key would be matched with no value). Another objective of the workflow was to standardize
and correct any minor spelling mistakes resulting from the OCR failing to recognize a character correctly.
Both these objectives contributed to the overall project goal which was to get the most accurate digital
dictionary representation of the image file which could be utilized in another application or existing
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business system by creating a chain of processes that each overcame the limitations of the process
before it.

In the next section, related work and the current state of the art solutions will be discussed and
compared, and more justification will be provided for using the proposed workflow and steps to
solve this problem. The section thereafter will address the implementation details and what steps
were taken to attempt the digitalization process. That will be followed by a proposed evaluation
technique to measure the success of the proposed workflow. The final sections include the conclusion
and future work that discusses the results of the experiment along with future work for the next stages
or continued work on this problem.

2. Related Work

2.1. OCR Tools

There are various excellent OCR tools and technologies available on the market today [6-8,12,13]
with key distinctions between cloud- or on-premise-based as well as paid or open source. The focus of
this research study was not aimed at comparing OCR tools but rather the workflow after the OCR had
digitalized information. Many studies mention and address the need to run steps after OCR in order
to get better results [9,14]. That is because small fonts or formatted text (like italic text) [9] as well as
bad document quality [12] often contribute to characters being misread by the OCR tool. One way
that this can be overcome is by document pre-processing techniques. As Wu et al. [15] state, “current
OCR...do not work well for documents with text printed against shaded or textured backgrounds”,
and interest around different ways to pre-process these documents is growing [1,5,8].

An alternative approach to avoid steps after the OCR step is by training the OCR tools on samples
of input characters to improve the reading accuracy [12,16]. This attempts to overcome cases where the
characters appear different than normal characters—for example, when a new font is introduced, when
the OCR characters to be read are handwritten, or when the language to be read contains different
alphabetical characters. For this study, the OCR tool picked does not yet provide this functionality and
the font is normal printed text, so this was not deemed necessary.

Although previous research studies combine a multi-step approach to enhance the OCR
output [9,17] none of the approaches presented offered an automated workflow with minimal manual
intervention which could be implemented in the industry to produce matched key-value pairs
automatically. Many of the workflows stopped at the point of suggesting possible candidates for the
human to analyze and select.

2.2. Combining OCR and ASM

Very little literature exists that explains a specific application and workflow in a business
environment that uses OCR functionality alone to convert visual data to text data. Research has
however been conducted in the implementation of natural language processing techniques to improve
the results after a commercial OCR system has run [9]. Ford et al. [9] address the need to run additional
pattern matching steps after OCR had been done on a document in order to get more accurate results
from the text. Their findings suggest that OCR does well on normal text but performs poorly on
characters that are in italics or in small text. This correlates to the finding in this study that OCR also
performs poorly when the document quality is low. They have used pattern matching techniques on
the OCR output and used a dictionary of predefined, well known words for the domain of their study.
Previous research studies also focused on the improvement of data outputs after image digitization
and were used as the base for this research study in order to extend and incorporate their findings
and recommendations.
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2.3. Combining OCR and Text Processing (Index Pairing)

Packer et al. [12] also found that in some parts of their documents, the original token ordering
was not preserved consistently, due to the inability of the OCR engine to separate columns into distinct
sections. Some studies have found that OCR tools often do not recognize or process multi-column
document structures well, and are not well suited for documents organized in a tabular manner [18].
Two approaches to processing the response from the OCR tool are to do text mining on the response text,
and to use the character coordinates that are included in the GCV (Google Cloud Vision) response [18].
This problem was encountered in our study too and was resolved using a Python script: when a key is
encountered, a pool of suitable and valid values is identified in its vicinity, but the value located closest
to the key is chosen as the key’s value, even if the value occurs before the key in the digitized text.

3. Description of the Approach

3.1. OCR Tools

The OCR output files which form the starting point of this study were generated by the use of
Google Cloud Vision tool, running in the document text mode. Google Cloud Vision document text
detection was chosen as it provided an overall accuracy on the total data set of 89.03% compared to
Tesseract (PSM3) which had and accuracy of 71.76% (Figure 2).

Character to Character Accuracy (Avg %)

100%

89.03%

90%

80%

71.76%

70%

60%

50%

40%

30%

20%

10%

0%
GCV (Document Text) Tesseract (PSM3)

Figure 2. Average accuracy calculation—raw image digitalization across each platform (Google Cloud
Vision versus Tesseract).

In order to ensure that we had the best possible starting point for the system that could easily be
reproduced for the reader of this study, a quick look at widely available, constantly maintained, and
low cost/free OCR tools was done. The main deliverable from investigating the OCR tools was to find
the most accurate OCR tool and use its representation of the documents as the baseline for the proposed
system. Only some of the best maintained and most widely used OCR tools were considered namely
Google Cloud Vision (GCV) [19] and Tesseract [1,20]. It also allowed an unbiased comparison between
two OCR tools where one was an “in cloud” and “paid for” service while the other is an “on-premise”
and “open source” tool. The tools were each tested on the raw documents with various configurations
of both tools [15,19] and the configuration with the best character-to-character accuracy against the
truth set was picked for each tool. To measure the accuracy between the OCR tools, the same data set
of nineteen images differing in size, dimensions, and type was used and run through each of the OCR
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tools. The ground truth document was created manually and formed the benchmark against which
each of the OCR output files were compared. Figure 2 below illustrates the average accuracy achieved
by each of the OCR tools used. The tools used were not optimized or given additional training and
may thus not reflect the full capability of each tool.

3.2. Approximate String Matching

Approximate string matching (ASM) involves matching two strings while allowing a level of
inexactness, as opposed to exact string matching (ESM). Two strings are said to be matching if they
represent the same word, and in ESM this is determined by the two words being spelled in the exact
same way. For ASM, a chosen amount of inexactness is allowed to provide for spelling mistakes
or variances in spelling of the same word. One of the algorithms used in ASM is measuring the
Levenshtein distance between strings. Two strings can be said to match if their dissimilarity (or
Levenshtein distance) is below a predetermined threshold [10]. The Levenshtein distance between
two strings is the minimum number of character-level edits required to change one word into the
other. Character-level edits can include deletions, substitutions, or insertions [21]. Using this less strict
version of string matching allows the system to match strings even if they have arbitrary differences
which in turn decreases the need for the OCR to be completely accurate when reading from the
document. ASM allows for some OCR errors, while still giving us the control to decide how strict we
make the match threshold.

3.3. Regular Expressions

Regular expressions are often used to help validate correctly formatted strings or to find strings
that match the regular expression from a collection of strings [22]. These regular expressions help to
validate and identify strings that are often long and difficult to read to the human eye. Shahbaz et
al. [22] state that handling string inputs remains a challenging task due to the complexity of real world
data. They also mention that often, due to the lack of formal specifications for fields, human testers
and capturers are tasked with manually determining and capturing correct strings (like the values for
the tax fields in this project) which are often hard to read.

Regular expressions in this project were used as search patterns to filter out strings that had
intrinsic structures defined by the regular expression. Each candidate value that fitted a regular
expression for a field key was placed in a pool of possible candidates for the key. In this way, regular
expressions aided in narrowing down the possible candidate values for each key, and did so without
the cost and time needed to involve human capturers. Values with a rigid structure are often identified
well from blobs of characters simply by having a unique structure. Some values are less easily identified
by regular expressions due to their relaxed intrinsic structure, for example a company name that can
contain any number of letters and numbers, as well as special characters and whitespace characters.

Regular expressions are used to identify specific values from longer strings, as well as classify
strings that are not labeled. Many of the tax values of companies have a rigid structure as defined by
the governing bodies, and regular expressions can be used to identify possible labels for tax values.
This step used the strength of regular expressions to identify and validate the correct candidate from
a pool of candidates using its intrinsic structure in a novel way to overcome the need for manual
intervention in this process. This was unlike studies that had been done before [9] where the candidate
pool was only presented to the human to select the correct value.

4. Implementation Details

The project goal was to implement an accurate business automation workflow that combined
available technologies and tools to extract and digitalize data from images in order to create an accurate,
universally accepted output file (key-value pairs) that could be ingested by any external system
or process.
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4.1. Project Input Files (Dataset)

The data input files used in developing the automation workflow were formal, publicly available
tax clearance certificates (formal certificates/affidavits) that are normally obtained by registered
organizations from the South African Revenue Service. The research decision on which type of image
to use in the dataset was based on a typical industry requirement, with the aim of making the process
extendible for other similar documents. The dataset consisted of 19 tax clearance certificate images that
were scanned copies of the original documents and varied in type (JPEG vs. PNG), quality, and number
of fields. An example of the image format is shown in Figure 3. The annotations on the image are
explained in Table 1 in order to illustrate the effective data to be derived from the image for key-value
matching pairs to be formed.

AL

@ Tax Clearance Certificate Number

- o Tax Clearance Certificate - Good Standing
Enquiries ,/2'> —

N
©
4

This Certificate is Valid for a period of 1 (One) Year from the date of approva

\ Verification of this certificate can be done at any SARS Revenue office nationwide.

Figure 3. An example tax clearance certificate image (masked) illustrating the format of the images.
Annotations on the image are explained in Table 1.

Table 1. Annotation explanations as illustrated in Figure 3.

Annotation Description Data Type Relevant (Y/N)
1 Watermark/Background noise String N
2 Key/Field name String Y
3 Value/Field value Numeric/String/Date Y
4 Generic text String N
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As can be seen from the annotations in Figure 3 and the descriptions in Table 1 the tax clearance
certificate images contain both relevant and irrelevant fields and blocks of text. All the data from
annotations 1 and 4, although available in the digitized image, were ignored for key-value identification
and pairing. The key/field names found in annotation 2 are not fixed to what can be seen in Figure 3 but
vary between the images in the dataset. Subsequently, the same then applies for the values/field values
as displayed in annotation 3 as a field value would be available for the corresponding key/field name.

The digitized output result that needs to be derived from the images is the field names (annotation 2)
and corresponding field-values (annotation 3) in a dictionary format, that excludes all of the data that
is represented by annotations 1 and 4 in Figure 3.

The keys/field-names are predefined labels of tax characteristics that a company can have.
A generated list of such terms had been compiled based on the dataset and was maintained in
an external alias file (Figure 1). Values/field-values are the corresponding tax values relating to a
specific key. These field-values mostly have a set structure that is successfully representable by regular
expressions. Regular expressions were generated by studying the population of tax documents and
is also maintained externally in the alias file (Figure 1) where it was subsequently mapped to the
corresponding key (Table 2).

Table 2. Alias file containing a sample of field label and field-value (regex) mappings.

Key Value

Tax Clearance Certificate Number “[0-91{4} /U091 1} [/1{1}[0-91{4}[/1{1}[ A-Za—z0-9]{10}$
Company Registration Number [0-91{4}[/1{1}[0-91{6}/1{1}[0-91{2}

UlIF*Registration Number “TUN1}0-91{9}

SDL** Registration “[LI{1}[0-91{9}

* UIF is an abbreviation for Unimployment Insurance Fund that gives short-term relief to workers who are unable
to work due to illness or personal reasons like maternity or adoption leave; **SDL is an abbreviation for a Skills
Development Levy that is imposed to encourage learning and development.

4.2. Project Approach

The project is a step-by-step workflow starting with the use of OCR (Step 1) to get raw text from
images. Steps were iteratively added to the system (Steps 2,3) to better process the raw text to identify
and match the field names and corresponding field-values. Field names and field-values were coupled
correctly by the use of various methods to ensure the resulting key-value pair structure accurately
reflected the information on the tax documents. The steps identified below were a process of refinement
which are discussed individually in order to explain how each of them improved the accuracy of the
key-value coupling.

Step 1: Raw OCR output: Initially GCV OCR was used to read the text from the tax documents
and return it as a text blob. A ground truth for each tax image file was created manually by mimicking
the format returned by the GCV service. Once GCV had returned a text blob the program identified
field labels by iterating through each line using exact string matching (ESM) from keywords existing
in the alias file. Regular expressions were used for the identification of the corresponding tax values
for each key in the alias file. F-measure, precision and recall were recorded for key-value matches
when comparing the results to the ground truth. Analysis of the results showed that the most common
causes of inaccuracy were due to misread characters and line ordering. The resulting effect was that
field labels could often not be matched to any of the values in the text blobs, or the key and values
were not in the expected order and thus were not matched together.

Step 2: Introducing index pairing: To improve the pairing results and cater for lines that were
read and processed out of order, index pairing was introduced in the place of transforming the raw
OCR output files. Index pairing provided a more dynamic solution for image types where the OCR
output file format would differ. It often occurred that the OCR output file had a value preceding its
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matching key in the text file. The observation was also made that a regular expression often matched
a few different expressions in the file, especially the field-values with a less distinguishable intrinsic
structure. Due to the layout of the documents, the true pairs of keys and values were located close to
each other on the document itself, and it followed that the correct value for each key was often close to
the key, even if it is not adjacent to it. The system was refined to choose a value candidate for each key
out of the pool of candidates that matched the regular expression, based in part on its proximity to the
corresponding key (index pairing). Figure 4 illustrates the key and value fields being read out of order
at times.

Company registration number Company registration number
Income Tax |
] Income Tax

(@) (b)

Figure 4. (a) An extract from the truth set and (b) an extract from corresponding OCR output. Note
how the fields are read out of order in certain scenarios.

Step 3: Introduce Approximate String Matching (ASM): In order to decrease the impact of reading
inaccuracies by the OCR, ASM was introduced to the workflow instead of ESM to identify field
names. Figure 5 shows the typical case study for using ASM. Levenshtein was used to measure the
distance between two strings and set the acceptable threshold to 90% similarity for a string to be
deemed equivalent to another. After two strings were deemed to be equivalent, the corrected string
was used in the resulting dictionary to ensure the keys produced by the system all matched one of the
predefined tax characteristics in the alias file.

Income Tax Inoome Tax
| VATOesel Regiraton
VAT/Diesel Registration

| Tt

(a) (b)

Figure 5. (a) Example extract from the truth set and (b) corresponding fields in the raw OCR output.
This illustrates how the field names are misread by OCR in certain scenarios.

5. Evaluation Approach

Project Metrics

The main metrics were the precision (P), recall (R), and F-measure (F) of the match results between
key-value pairs in each step of the life cycle, as compared to the truth set. The calculations for each
metric used are defined and shown in Table 3 and discussed below [19].

(a) True positive matches (TP): The number of times the system matched a key and its correct,
corresponding value together.

(b) False positive matches (FP): The number of times a key was matched with a value other than its
actual value as found in the truth set. Reasons for this can include:

1.  The field name and value are present in the tax image file and the system detects the field
name through the system. However, the system fails to detect the correct value for the field
due to some spelling errors in the value.

2. The field name and value are present in the tax image file and the system detects the field
name. However, the incorrect value is paired with the field name.

3. The field name has no corresponding value in the original tax document, but the system
matches this field name with some value in the tax document.
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(c) False negative matches (FN): The amount of times a key or value was not identified. This could
be due to a few different reasons:

1.  There is a key-value pair in the original tax document, and the system identifies the key
successfully. However, it fails to identify the value from the document and so concludes
that the key has no value.

2. There is a key-value pair in the original tax document, but the system fails to identify the
key or the value.

Table 3. Calculations for Precision, Recall and F-Measure (Talburt et al. [3]).

Metric Calculation

Precision (P)

P = TP/(TP + FP) = TP/L

Recall (R)

R = TP/(TP + FN) = TP/E

F-Measure (F)

F=2xPxR)/(P+R)

The metrics are measured at three points in the system (Figure 6), to show the effect as new
improvements are introduced to the workflow. The results and comparisons are discussed below.

/_
OCR: Alias File: —_— Fieldname/Value
Extracted Text - - Field Name (Alias) | == _ pairs
-Field Value (RegEx) (Dictionary)
S~ N
/
" . Pair Fieldname & i
OCR ) Alias File: : Fieldvalue —_— Fieldname/value
Extracted Text ‘ - Field Name (Alias) (index Pairing) — _ pairs
-Field Value (RegEx) 9 (Dictionary)
S~ N

ONO

OCR: Alias File: Pair Fieldname & Approx. Fieldname/Value
Extracted Text -  Field Name (Alias) ‘ Fieldvalue » String Matching —_— pairs
- (Index Pairing) (Fuzzy) (Dictionary)
-Field Value (RegEx) ctionary)

Figure 6. Accuracy measurement points in workflow to show improvements as new functionality
is introduced.

6. Results and Comparison

The detailed results for each metric at each step in the workflow were documented across the
population of 19 files. Averages calculated from the detailed results are shown in the graphs below.

As can be seen in Figure 7, a moderate number of matches were made initially, but only 56.34% of
those matches were correct. This is to be expected as a specific value could often satisfy a few of the
regular expression patterns. The system had no intelligence about which one of the many values that
match the regular expression for a key was the correct one and often simply selected the first one it
could find after finding a key. After the introduction of index pairing, the precision grew considerably
as not only more matches but also more correct matches were made. The increased number of matches
was because the system now had the ability to read values above and below the key to find potential
matches that would match the regular expression. The fact that there were more correct matches was
because the irregularity that the OCR tools sometimes showed of placing a value above its key was
overcome—the index pairing step addressed the instances where the OCR tool read lines out of order.
A correct value could now be found for a key regardless of whether the key or value occurred first in
the text. Finally, using ASM to find the keys in the files increased the precision further. Not many more
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matches were made, but the matches made were correct much more frequently. ASM thus assisted in
overcoming the instances where OCR misread a word due to noise or document quality issues.

Average Precision (%)
100% 93.21% 93.24%

90%
80%
70%

. 56.34%
60% 7
50%

40%

30%

20%

10%

0%
Only Raw OCR Incl Index Pairing Incl ASM

Figure 7. The average precision percentage at each of the three points of capturing the metrics.

In the raw OCR step the system identified 68.7% of the true matches. As can be seen in Figure 8, the
introduction of index pairing (Step 2) increased the recall, showing that the system had a better ability
to find the actual matches from the pool of possible matches. Again, this was due to the disorganized
way in which the keys and values were read by OCR. Finally, the recall increased dramatically and
almost all the true pairs were identified from the data text.

Average Recall (%)

100% 89.97%

90%
80% 73.99%/
68.70%

70% p—

60%
50%
40%
30%
20%
10%

0%
Only Raw OCR Incl Index Pairing Incl ASM

Figure 8. The average recall percentage at each of the three points of capturing the metrics.

As can be seen in Figure 9, the F-measure significantly increased after index pairing (Step 2) was
introduced to the workflow and further significantly improved once ASM was added. The precision,
recall and F-measure conclusions are well supported by the above graphs.

Figure 10a shows a dramatic increase in the amount of true positive matches from the start point
of the system to the end point. The matches made were increasingly more correct by overcoming the
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flaws of the OCR tools one by one—first by reorganizing the way the document output was read, and
then by allowing some level of misread characters to be processed correctly. Just like the precision
graph, the average shot up from the first step to the second, and then had another less dramatic increase.
This trend in combination with the dramatic drop of false negative matches (as seen in Figure 10b)
contribute to the overall shape of precision and recall.

Average F-Measure (%)

100% 90.06%
90% 80.61%
80%
70% 60.18%
60%
50%
40%
30%
20%
10%
0%
Only Raw OCR Incl Index Pairing Incl ASM

Figure 9. The average F-measure percentage at each of the three points of capturing the metrics.

Average True Average False
Positive Matches Negative Matches
10.00 10.00
7.26

8.00 6.11 8.00
6.00 3_/ 6.00
4.00 4.00 1.89 2.16
2.00 2.00 _—\0-95
0.00 0.00

Raw TP NFTP Final TP Raw FN NFFN  Final FN

(a) (b)

Average False
Positive Matches

10.00
8.00
6.00
400 289
2.00 042 047

0.00
Raw FP NFFP  Final FP

()

Figure 10. (a) The average true positive matches at each measuring point in the system, (b) the average
of false negative matches at each measuring point in the system, and (c) the average of false positive
matches at each measuring point in the system.
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7. Conclusions

In conclusion, the research confirms that extremely accurate results can be obtained by introducing
an automated workflow when digitalizing image data—either as part of an existing system or in
isolation. OCR technology data output accuracy can be drastically increased, verified and validated
by minimal human intervention saving time as well as costs. By introducing the workflow, the
F-measure for key-value pair matches increased significantly from 60.18% to 90.06% (29.88% increase)
when comparing the “raw” key-value pair matches made using only OCR outputs to the results after
implementing the workflow. (Figure 9) The greatest increase in F-measure was as a result of introducing
the index pairing functionality. The improvement in F-measure increased by 20.43% resulting in a total
F-measure of 80.61%. By replacing the research OCR tool used with an open source OCR technology
(trained to deliver the same accuracy as GCV) companies have the capability to increase the accuracy
of image digitalization by more than 29.88% at no cost when implementing and automating data
extraction from images.

8. Future Improvements and Focus Areas

In order to improve the accuracy of the current solution, more research time will be conducted on
image pre-processing in order to ensure that the quality of images used in the dataset is as high as
possible. This will ensure that the solution will provide accurate results should poor quality images
need to be digitized. For purposes of the research paper the OCR technologies used were not optimized
or trained and were used with standard functionality. Future research will include using a variety
of OCR tools as well as experimenting with training the OCR tools in order to produce a digitized
output that is as accurate as possible before introducing it to the workflow described in the article.
Regular expressions used for field-value identification can be optimized further to produce increased
field-value identification. Research would also be conducted in order to investigate the incorporation
of field names in the regular expression patterns. The scope of the research was limited to only one
type of formal document to prove the concept, even though the solution design is dynamic enough
to extend it to other images as well. The solution would thus be applied on other images in order to
expand on its use as well as to possibly add new concepts and methodologies to the workflow.
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