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Abstract: The choice of technique for the creation of a 3D digital human bone model from natural
specimens has a critical impact on the final result and usability of the obtained model. The cornerstone
factor in 3D modeling is the number of faces of polygon mesh, along with topological accuracy, as
well as resolution and level of detail of the texture map. Three different techniques (3D scanning,
photogrammetry, and micro-computed tomography) have been used to create a digital 3D model of
the human zygomatic bone. As implementation and use of 3D models can be divided into three main
categories—visualization, simulation, and physical replication to obtain a functioning model (implant
or prothesis)—the obtained models have been evaluated by the density and topological accuracy of
the polygonal mesh, as well as by visual appearance by inspecting the obtained texture map. The
obtained data indicate that for biomedical applications and computer biomechanical simulation the
most appropriate technique of 3D model obtainment is micro-computed tomography, in its turn for
visualization and educational purposes, the photogrammetry technique is a more preferable choice.

Keywords: micro-CT; 3D scanning; photogrammetry; anatomy; 3D printing; 3D modeling; bone;
image processing; 3D model; medicine

1. Introduction

Today, three-dimensional (3D) printing technology and models play an irreplaceable
and significant role in different areas of medicine, including the education process, anatomi-
cal images and modeling, preclinical, and clinical studies [1]. 3D printing technology offers
researchers the opportunity to create patient-specific models from medical images that
represent anatomical structures in complex cases of congenital or multiple anomalies [2].
This allows a more accurate assessment of different and unique surgical procedures, their
preintervention, or planning. 3D printing with various possibilities, materials, and chal-
lenges, allows it to become increasingly popular in the fields of medical implant design,
manufacturing, tissue engineering, and biomedicine, including the fabrication of scaffolds
called patient-specific tissue regeneration lattice structures [3]. Therefore, the new indus-
trial revolution of 3D printing technologies requires a high level of expertise to achieve
acceptable results, notably in modern STEM educational practices (Science, Technology,
Engineering, Arts, and Mathematics) [4]. In addition, an essential part of the medical field
is the development of the fourth industrial revolution, or Industry 4.0, with technologies
that perform special functions, solve various medical problems with the interdisciplinary
approach, increase the precision of surgical procedures, and create high-quality medical
devices and components using advanced manufacturing technique [5]. In conjunction with
autonomous, interconnected, and intelligent systems, portability, and a wide variety of
materials, 3D printing has become one of the leading emerging technologies with a rapidly
expanding market, where different innovative products are being created, from prototypes
to fully functional complexes [6].
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It is difficult to imagine teaching and learning human anatomy without any visualiza-
tion tools to understand complex details, their dislocations, and relationships. Several au-
thors recommend the integration of 3D models into teaching and evaluation for educational
alignment, anatomical knowledge, and selection of a model for specific purposes [7–9]. 3D
printed anatomical models are excellent tools that can be used for training and developing
practical skills, not only for students, but also for medical professionals. Related to this,
these models can also increase the potential interest and attention of different specialists in
the development of new techniques, methods, and printing materials. Models can be repli-
cated in varied sizes, colors, and quantities, according to the demand. It should be noted
that the quality of models can be affected by thermal deformation of materials, removal of
support structures, or other factors [10]. Today, the use of 3D models by educators in basic
medical studies, practitioners in hospitals, and clinics, has exciting potential and should
continue with a focus on sustainability. Furthermore, 3D computer-assisted reconstruction
may improve treatment results, increase safety, and education, and improve surgeons’
ability to perform complex operations [11]. At the same time, there are many challenges
in adopting this process [12]. Medical students can also emphasize the artistic role of 3D
models in education, and the positive impact they have on their observation skills [13].
Another advantage of 3D models is the possibility of recreating different anatomical varia-
tions of any complexity, preoperative planning, development, and simulation of specific
procedures [14]. 3D printed models, especially bones, can also make the necessity of natural
human bones obsolete, encouraging virtual and remote education, helping to plan surgical
interventions, and stimulating the implementation of cutting-edge technologies [15]. In
addition to this, traditional anatomy teaching that incorporates 3D models is more in-
volving and modern than the use of only computed tomography (CT) and/or magnetic
resonance imaging (MRI) data, which can improve an understanding of the specific clinical
manipulations and improve patient outcomes [16]. In the future, novel anatomical models
can offer many possibilities for sectional anatomy, due to their nature as a multilayered
and functional dissectible unit, as well as the ability to publish/share them for free access
for educators, scientists, and students [17].

In anatomy education, 3D printed anatomical models can be used as a teaching tool
as well as additional content to the curriculum and complement established learning
methods, such as dissection-based teaching [18]. Furthermore, 3D models can offer new
online teaching possibilities, reshaping teaching and learning spaces and providing a new
experience for tutors and students [19]. The design of specific models for more complicated
anatomical topics and microstructures is a major step in the development of modern study
courses. In this research, we used three different techniques (3D scanning, photogrammetry,
and micro-computed tomography) to produce a digital 3D model of zygomatic bone from
a natural specimen. As zygomatic bone poses an intricate structure in terms of morphology,
as well as its well-established protocol of replacement by an implant in case of severe injury,
this makes zygomatic bone an ideal candidate for the creation of a precise and accurate
human bone 3D digital model. Three techniques have been chosen as the most effective
approaches in 3D model creation from natural specimens, which are being actively used at
the Department of Morphology of Rı̄ga Stradin, š University (RSU).

2. Materials and Methods

The photo images used for the photogrammetry technique were acquired with the
help of a Sony ILCE-7RM2 camera and a Sigma 70 mm F2.8 DG MACRO Art lens (im-
age capture parameters: f/8.0, 1/640s, ISO 100). The most important characteristic of
the camera in terms of photogrammetry is the sensors’ pixel count (the used model has
42.3 megapixels; Table 1).
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Table 1. The list of used technical equipment.

Equipment Manufacturer Model Specification

Camera Sony ILCE-7RM2 electronics.sony.com/imaging/interchangeable-lens-cameras/
full-frame/p/ilce7rm2-b (accessed on 17 August 2022)

Lens Sigma 70 mm F2.8 DG
MACRO Art

sigma-global.com/en/lenses/a018_70_28 (accessed on
17 August 2022)

X-ray micro-computed
tomography SCANCO Medical µCT50 scanco.ch/microct50.html (accessed on 17 August 2022)

Computer Lenovo Legion 7 Windows 11 Pro, AMD Ryzen 7 5800H, NVIDIA GeForce RTX
3080 16 GB, 64 GB DDR4 3200 MHz, 1000 GB solid-state drive.

3D Scanner Shining3D EinScan-S einscan.com/desktop-3d-scanners/einscan-se/einscan-se-
specs (accessed on 17 August 2022)

The higher the pixel count, the higher the quality/resolution of the obtained texture
of the 3D model. Related to photogrammetry, the most crucial factor is the sharpness and
clearness of the images, which require the use of a tripod and additional light sources. For
the final image postprocessing (RAW data conversion, saturation, contrast), Adobe Photo-
shop and Capture One software have been used, followed by processing in RealityCapture
(Table 2).

Table 2. The list of software used.

Software|Platform Version Information

EinScan-S 2.5.0.7 einscan.com/support/download/software/?scan_model=einscan-s
(accessed on 17 August 2022).

Micro-CT -//- Was shipped along with the µCT50 micro-CT machine.

3D Slicer 5.02 slicer.org (accessed on 17 August 2022)

MeshLab 2022.02 meshlab.net (accessed on 17 August 2022)

RealityCapture 1.2.0.17385 capturingreality.com/realitycapture (accessed on 17 August 2022)

Adobe Photoshop 23.1.1 For textures’ color correction.

Capture One 22 Pro 15.0.1.4 For cameras’ RAW images procession.

Sketchfab -//- sketchfab.com (accessed on 17 August 2022)

For micro-computed tomography scanning the µCT50 machine (Table 2) has been
used, along with the following parameters:

Dimensions of the scanned area (cylinder): diameter = 48 mm, height= 110 mm;
Energy: 90 kVp;
Intensity: 88 uA;
Filter: Al 0.5 mm;
Preset: High resolution,
Field of view (FOV): 49.6 mm;
Voxel size: 24.2 um;
Integration time: 1500.
The software for raw data processing has been shipped along with the machine.

The post-processed data have been exported in a form of DICOM (Digital Imaging and
Communications in Medicine) files, and then imported into 3D Slicer (Table 1) software for
the creation of a 3D model according to the Segmentation Protocol.

For mesh simplification and optimization, MeshLab software has been used (Table 1)
according to the Simplification and Optimization Protocol.

The acquired photo images were post-processed with the help of RealityCapture
software (Table 1). The program requires purchasing a license, but for academic and
research staff is being provided free of charge. The process is quite straightforward and

electronics.sony.com/imaging/interchangeable-lens-cameras/full-frame/p/ilce7rm2-b
electronics.sony.com/imaging/interchangeable-lens-cameras/full-frame/p/ilce7rm2-b
sigma-global.com/en/lenses/a018_70_28
scanco.ch/microct50.html
einscan.com/desktop-3d-scanners/einscan-se/einscan-se-specs
einscan.com/desktop-3d-scanners/einscan-se/einscan-se-specs
einscan.com/support/download/software/?scan_model=einscan-s
slicer.org
meshlab.net
capturingreality.com/realitycapture
sketchfab.com
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intuitive, due to the simple GUI (graphical user interface) of the software, as well as the
built-in ‘Quick Start’ tool, which guides you through the entire creation process of the
textured 3D model. The standard settings have been changed according to Photogrammetry
Protocol to maximize the quality and precision of the final result. The obtained texture has
been corrected with the help of Adobe Photoshop software (Table 1) to make it isotropic
in terms of contrast, brightness, saturation, and shadow presence. The model was then
simplified and optimized according to the Simplification and Optimization Protocol (to reduce
the file size, since the Sketchfab platform, which is being used to publish and present
the model, has a limitation of 100 MB per model (for a base account)). Simplification has
been carried out, while keeping the original models’ topology and level of detail of the
original models.

For 3D scanning, EinScan-S (Table 2) has been used, along with the following parameters:
Picture number: 36
Turntable Speed: 1
Turntable turns: half turn
The obtained 3D model has been optimized according to the Simplification and Opti-

mization Protocol (the Simplification: quadric edge collapse decimation step has been skipped
due to the low number of faces, in comparison to models created by other techniques).

2.1. Photogrammetry Protocol|Reality Capture

1. Launch the RealityCapture program.
2. Import images into the program.
3. Adjust alignment settings:

• Max feature per mpx.: 20,000;
• Max features per image: 80,000;
• Preselector features: 20,000;
• Image overlap: low;
• Force component rematch: yes;
• Detector sensitivity: high.

4. Launch the alignment process.
5. Define the reconstruction region.
6. Use reconstruction with High detail option to initialize the meshing process.
7. Use Clean Model tool to remove topology defects (non-manifold vertices, non-manifold

edges, holes, isolated vertices).
8. Use the Texture instrument with the following setting to create a texture for the model:

• Imported-model default texture resolution: 16,384 × 16,384;
• Correct colors: Yes.

9. Export the 3D model along with the texture as an OBJ (file format) object.

2.2. Segmentation Protocol|3D Slicer

1. Launch the 3D Slicer program.
2. Import CT data into the program:

• Set the image contrast to ensure better visibility.

3. Add a new segment using the tool:

• Segment Editor:

# Set up the Threshold tool;
# Using Scissors, Draw, Islands, manually segment the required structure.

4. When segmentizing one structure is complete, proceed to the second one by adding a
new segment and repeat the segmentation procedure if needed.

5. Export the completed segment or segments as a 3D model in the OBJ (file format)
file format.
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2.3. Simplification and Optimization Protocol|MeshLab

1. Launch the MeshLab program.
2. Import a 3D model into the program.
3. Remove artifacts, simplify, and optimize the model using tools (all the default values

with modifications indicated below):

• Remove isolated pieces (wrt diameter);
• Remove duplicated faces;
• Remove duplicated vertex;
• Remove zero area faces;
• Repair non-manifold edges by removing faces;
• Repair non-manifold vertices by splitting;
• Remove unreferenced vertices;
• Simplification: quadric edge collapse decimation:

# Preserve boundary of the mesh: on;
# Preserve normal: on;
# Preserve topology: on;
# Planar simplification: on.

• Remeshing: isotropic explicit remeshing:

# Adaptive remeshing: on;
# Collapse step: off.

4. Export the completed segment or segments as a 3D model in the binary PLY file format.

3. Results

Three models have been created in total using different techniques—3D scanning,
photogrammetry, and micro-computed tomography (Figure 1).
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All models have been simplified and optimized except the model created by the 3D
scanning technique, which was only optimized.

The original number of faces and vertices for 3D models before and after the applica-
tion of the Simplification and Optimization Protocol can be observed in Table 3.

The size of an obtained texture map of 3D models can be observed in Table 4.
In Figure 2, models with an applied X-ray shader allowing to see the inner structures

can be observed.
Next, Figure 3, presents the 3D models with an applied shader, light sources, global

illumination, ambient occlusion, and post-process filters, on the Sketchfab platform. All
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the models, except the one obtained with the help of the micro-computed tomography
technique, are provided with textures.

Table 3. The number of faces and vertices of 3D models before and after application of the Simplifica-
tion and Optimization Protocol.

Techniques Before Simplification (Faces|Vertices) After Simplification (Faces|Vertices)

3D scanning 700,002 350,003 Has not been simplified

Micro Computed Tomography 70,195,566 35,073,613 7,019,556 3 485,608

Photogrammetry 13,716,318 6,882,203 700,842 350,423

Table 4. The size of an obtained texture map of 3D models.

Techniques Size of the Texture Map (Pixels; Width × Height)

3D scanning 766 × 998

Micro Computed Tomography No visual data havebeen captured

Photogrammetry 16,384 × 16,384
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All the models can be observed in 3D, downloaded, and used under the Attribution
4.0 International (CC BY 4.0) license at the Sketchfab platform—https://sketchfab.com/
edler/models (accessed on 17 August 2022).

4. Discussion

Different techniques for the creation of 3D models allow their greater application in
medical training and biomedical sciences [20]. Without a doubt, digital technologies have
revolutionized anatomy education through 3D visual reconstruction of the human body,
and have stimulated the teaching/learning experience of clinicians in different fields and
levels [21]. Following an overview of new technological developments for anatomy educa-
tion, this process raises several ethical and technical questions, at the same time providing
proof in favor of 3D printing, and its advantages over other teaching resources [22,23].
Some studies have demonstrated the benefits of using 3D printed models in complex cases
in gynecology, orthopedics, neuroanatomy, and radiology [24–27]. Researchers underline
the potential of 3D printing to create more detailed and complex models, including regional,
vascular, and nervous system structures [28]. Therefore, various materials may be needed
to reproduce particular anatomical structures, or precise physical properties of human
tissue, especially in scaffold engineering [29]. Furthermore, different anatomical structures
have different mechanical properties, and they need special materials to meet the required
performance of the printed object. Related to this, the most important factor is the correct
selection of materials which is related to the selection of the 3D printing process, printer,
and the mechanical properties of the model [30]. Widely used 3D printing technologies and
specially designed models allow students to study complex anatomical regions and areas
that are difficult for them to comprehend, requiring various levels of expertise [31,32]. In
the medical field, 3D printed models serve as a great visualization tool that can represent
the anatomy of patients, with great potential in presurgical planning and surgery [33–36]. A
realistic 3D printed anatomical model can increase the effectiveness of surgery, can be used
for determining the safest treatment strategy, and for designing patient-specific surgical
instruments [37]. The process of developing a bone prototype with the help of modern 3D
technologies can be an alternative to conventional model manufacturing [38].

The construction of 3D models from two-dimensional (2D) images depends on the
user’s needs, possibilities, the time needed to create the models, and costs. In the process of
anatomical models, the cornerstone is the methodology used for their development [39]. Using
inexpensive materials and/or low-cost equipment can decrease the quality of the models.
The choice of the 3D printing technique is the most crucial step that affects the accuracy and
quality [40]. Moreover, early detection of errors and flaws during the design creation and
fabrication processes of 3D printed products can reduce waste, manufacturing time, and
cost [41]. Several studies report that the accuracy of 3D printed bones is key in the production
of representative prints, but it can be affected by printer technology [42,43]. Visualization of
3D anatomic structures offers different interactive tools for teaching students, or patients,
about the anatomy of the body; however, it requires a knowledgeable specialist in both
teaching and anatomy [44,45]. Students should develop an understanding of complex
anatomical structures after a limited time of practical classes. In these cases, access to 3D
models can help them better prepare for tests and exams, improve anatomical knowledge,
and prepare for clinical study courses. It is important to mention that our students can
study the basic steps of 3D printing in the first study year of the Human Anatomy course at
RSU. Based on our experience, we believe that created and printed anatomical models are
especially useful in the teaching and learning of anatomy for undergraduate students [46].
Several studies show that models can serve not only as an addition to cadaver dissection but
also can serve as a valuable alternative to natural specimens when access to the cadaveric
material is limited [47,48]. Some authors reported that different medical specialists have
focused on 3D scanning and printing technologies to enrich the medical education process
with modern technologies [49,50]. All 3D technologies complement each other, and their

https://sketchfab.com/edler/models
https://sketchfab.com/edler/models
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integration can open new possibilities for the creation of new, valuable, and revolutionizing
products [51,52].

The implementation and application of 3D models can be divided into three main
categories: visualization, simulation, and physical replication to obtain a functioning model
(implant or prosthesis). The visualization aspect prioritizes the overall appearance over the
topological accuracy of the model. There are different areas, such as education, where the
original look of a scanned bone is significant for the education process. Such an application
requires a 3D model creation technique to capture not only the topological data, but also
the visual ones. As can be seen in Figure 3, no texture is captured during microcomputed
tomography scanning, and the final result consists only of topological data. Two other
techniques, photogrammetry, and 3D scanning can capture visual data; however, their
capabilities differ. As the camera image sensor is important for the photogrammetry
process, it is for 3D scanning. In this study, a mid-level 3D scanner was used, which
negatively impacted the resolution of the obtained texture map; it cannot compete with
the texture map obtained with the help of the photogrammetry technique (Table 4). More
advanced, industrial-grade 3D scanners capable of competing with photogrammetry in
terms of the resolution of 3D model texture maps, are far more expensive and can cost
up to 30,000 euros. In its turn, the equipment for photogrammetry can be obtained for
less than 3000 euros. Photogrammetry is a relatively simple and inexpensive method
of creating realistic 3D digital models that can be used in almost any setting to produce
digital models [53]. Following special guidelines, these models can be metrically accurate,
promoting self-directed learning and a greater understanding of complex anatomical
structures [54]. However, creating a series of models through photogrammetry can be
time-consuming [55,56].

In relation to the simulation and physical replication aspects, the density and accuracy
of the polygonal mesh are more important factors than the resolution, or presence of the
texture map. The data from Table 3 demonstrate that the microcomputed tomography
technique is the most preferable way to obtain high density polygonal mesh, as well as
this technique produces the most accurate results in terms of topology. Another crucial
aspect is the presence of inner structures that are impossible to capture using any other
technique (Figure 2). These data are necessary for implant production, or correct computer
biomechanical simulation.

It is important to note that the first requirement for the creation of an anatomically
accurate 3D printed model is a high-resolution volumetric dataset. Most models are created
from computed tomography (CT) data, but it is possible to create models from datasets with
modalities such as magnetic resonance imaging (MRI) and ultrasound [57]. Today, digital
platforms and data storage include many massive medical image datasets [58]. Access
to high-quality virtual images can offer a unique possibility for acquiring information
about normal anatomy and/or anatomical variations. Differentiation of tissue density
(from low to high) allows the segmentation technique to be used for different anatomical
structures [59]. Depending on the imaging modality, different features can be observed, and
different image segmentation algorithms can be applied. These segmentation algorithms
and the availability of 3D printers stimulated the development of 3D printing in medical
education and research, which had a positive impact on the precision of 3D printing
technology and the costs of patient-specific 3D printed implants and prostheses [60,61].
Our experience and practice do not stand aside from these processes. In practical classes,
3D printed specimens help academic personnel and students to explain and/or understand
anatomical structures.

Despite the many advantages of the use of 3D anatomical structures, the results of
some studies were inconsistent in their effectiveness in improving anatomical knowledge
and expertise for students with low spatial visualization ability, knowledge acquisition,
and knowledge retention in a long-term perspective [62,63]. More research and analysis
are necessary to better assess the role of anatomical models in the educational process.
Although several models can be suitable for simple teaching/learning purposes, special
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3D prints should be prepared for detailed topographical anatomy, and for a wide range of
human anatomy pathologies [64]. Furthermore, every model should be morphologically
accurate and qualitative. Some authors recommend using high-quality 3D scanners only
because techniques such as photogrammetry are more time consuming and possess an
increased risk of the occurrence of different artifacts in the 3D models [65].

Different technical parameters and the morphological variability of each model should
also be considered. High-resolution and geometrically accurate medical images have
been recommended in the literature [66]. Many studies have focused on best practices,
optimal methodologies for conversion of patient radiographic scans to printable 3D models,
specific software, and mathematical algorithms for optimization of 3D models’ polygonal
mesh [67,68].

According to our research, it is important to note that the results can be affected by
several factors in the 3D model creation process. Due to the possible errors in each step of
the creation and/or printing of the anatomical 3D model, the choice of size and verification
techniques depends on unique and specific requirements, guidelines, preferences, and the
expertise of technical personnel [69]. Finally, the accuracy of printed models should be
compared with that of the original samples [70]. In this study, one of the limitations is
the choice of the bones from natural specimens, and their complicity and sizes because
of the type and specifications of the 3D scanner/micro-computed tomography machine.
In this case, it was only possible to use bones of a small size. Some technical difficulties
and artifacts during scanning occurred, thus several steps were repeated several times
as a countermeasure to presume the morphological accuracy and quality of the texture
map. Furthermore, the choice of techniques and software used depends on the available
equipment and possibilities available in the Department of Morphology. Finally, the
background, anatomical, and technical expertise of researchers has a significant impact on
the accuracy and quality of bone digital 3D models.

5. Conclusions

In this study, three different techniques have been presented and compared for the
creation of the digital 3D zygomatic bone model from natural specimens. The results
demonstrate that these techniques varied in their precision, complexity, quality, and accu-
racy, which distinguishes the techniques in terms of possible applications of the created
3D model. For morphological accuracy, the most preferable technique is micro-computed
tomography; for visualization and demonstration of the original texture, the photogramme-
try technique is the most optimal choice. The 3D scanning technique requires a professional,
advanced 3D scanner to be able to compete with the other two techniques.

In addition, we have provided an improved strategy for the creation of digital 3D
bone models from natural specimens and their assessment, in terms of practical use for
educational purposes in the Human Anatomy course at Rı̄ga Stradin, š University, also
underlining the scientific and practical potential of digital models within the medical field
in future work.
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