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Abstract: In this paper, a framework for simultaneous tracking and recognizing drone targets using a
low-cost and small-sized millimeter-wave radar is presented. The radar collects the reflected signals
of multiple targets in the field of view, including drone and non-drone targets. The analysis of the
received signals allows multiple targets to be distinguished because of their different reflection pat-
terns. The proposed framework consists of four processes: signal processing, cloud point clustering,
target tracking, and target recognition. Signal processing translates the raw collected signals into
spare cloud points. These points are merged into several clusters, each representing a single target in
three-dimensional space. Target tracking estimates the new location of each detected target. A novel
convolutional neural network model was designed to extract and recognize the features of drone
and non-drone targets. For the performance evaluation, a dataset collected with an IWR6843ISK
mmWave sensor by Texas Instruments was used for training and testing the convolutional neural
network. The proposed recognition model achieved accuracies of 98.4% and 98.1% for one and
two targets, respectively.

Keywords: mmWave radar; cloud points; target tracking; target recognition

1. Introduction

In recent years, unmanned aerial vehicles (UAVs), such as drones, have received signif-
icant attention for performing tasks in different domains. This is because of their low cost,
high coverage, and vast mobility, as well as their capability to perform different operations
using small-scale sensors [1]. Smartphones can now operate drones instead of traditional re-
mote controllers, owing to technological advancements. In addition, drone technology can
provide live video streaming and image capturing, as well as make autonomous decisions
based on these data. Consequently, artificial intelligence techniques have been utilized
in the provisioning of civilian and military services [2]. In this context, drones have been
adopted for express shipping and delivery [3–5], natural disaster prevention [6,7], geo-
graphical mapping [8], search and rescue operations [9], aerial photography for journalism
and film making [10], providing essential materials [11], border control surveillance [12],
and building safety inspection [13]. Even though drone technology offers a multitude
of benefits, it raises mixed concerns when it comes to how it will be used in the future.
Drones pose many potential threats, including invasion of privacy, smuggling, espionage,
flight disruption, human injury, and terrorist attacks. These threats compromise aviation
operations and public safety. However, it has become increasingly necessary to detect, track,
and recognize drone targets and make decisions in certain situations, such as detonating or
jamming unwanted drone targets.

The detection of unwanted drones poses significant challenges to observation systems,
especially in urban areas, as drones are tiny and move at different rates and heights
compared to other moving targets [2]. For target recognition, optic-based systems that rely
on cameras provide more detailed information than radio-frequency (RF)-based systems,
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but these require a clear frontal view, as well as ideal light and weather conditions [14,15],
as shown in Figure 1A. Both residential and business environments are less accepting of the
use of cameras for target recognition because of their intrusive nature [16]. Although RF-
based systems are less intrusive, the signals received from RF devices are not as expressive
or intuitive as those received from images. Humans are often unable to directly interpret RF
signals. Thus, preprocessing RF signals is a challenging process that requires the translation
of raw data into intuitive information for target recognition. It has been proven that RF-
based systems such as WiFi, ultrasound sensors, and millimeter-wave (mmWave) radar can
be useful for a variety of observation applications that are not affected by light or weather
conditions [17]. WiFi signals require a delicate transmitter and receiver and are limited to
situations where targets must move between the transmitter and receiver [18]. Because
ultrasound signals are short-range, they are usually used to detect close targets and are
affected by blocking or interference from other nearby transmitters [14].
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Figure 1. In contrast to (A), an optic-based system, (B) the proposed framework is based on mmWave
radar, which consists of three transmitting antennas and four receiving antennas.

The large bandwidth of mmWave allows a high distance-independent resolution,
which not only facilitates the detection and tracking of moving targets, but also their
recognition [18]. Furthermore, mmWave radar requires at least two antennas for transmit-
ting and receiving signals; thus, the collected signals can be used in multiple observation
operations [18]. Rather than true color image representation, mmWave signals can repre-
sent multiple targets using reflected three-dimensional (3D) cloud points, micro-Doppler
signatures, RF-intensity-based spatial heat maps, or range-Doppler localizations [19].

mmWave-based systems frequently use convolutional neural networks (CNNs) to ex-
tract representative features from micro-Doppler signatures to recognize objects [18,20,21];
however, examining micro-Doppler signals is computationally complex because they deal
with images, and they only distinguish moving targets based on translational motion.
Employing a CNN to extract representative features from cloud points is becoming the
tool of choice for developing the mathematical modeling underlying dynamic environ-
ments and leveraging spatiotemporal information processed from range, velocity, and
angle information, thereby improving robustness, reliability, and detection accuracy and
reducing computing complexity to achieve the simultaneous performance of mmWave
radar operations [22].

To solve these challenges, a novel framework for the simultaneous tracking and
recognition of drone targets using mmWave radar is proposed. The proposed framework is
based on the installation of a low-cost and small-sized mmWave sensor for transmitting
and receiving signals, as shown in Figure 1B. Our main objective was to utilize 3D point
clouds generated by a mmWave radar to detect, track, and recognize multiple moving
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targets, including drone and non-drone targets. When raw analog-to-digital conversion
data from antenna arrays are converted into 3D point clouds, the data size is reduced
from tens of gigabytes to a few megabytes [23]. This allows for the faster data transfer,
processing, and application of complex machine learning algorithms. Unlike the micro-
Doppler signature, the spatiotemporal features of cloud points are more representative and
easily interpretable because movements occur in a 3D space. For performance evaluation,
a dataset (https://github.com/00Nave198/MSU-ECE480-13-mmWave/tree/main/data,
accessed on 1 August 2023) collected with an IWR6843ISK mmWave sensor by Texas
Instruments (TI) was used for training and testing the CNN. Our key contributions can be
summarized as follows:

1. A signal-processing algorithm is proposed to generate 3D point clouds of multi-
ple moving targets in the field of view (FoV), considering both static and dynamic
reflections of mmWave radar signals.

2. A multitarget tracking algorithm was developed that integrates a density-based
clustering algorithm to merge related point clouds into clusters, extended Kalman
filters (EKF) to estimate the new position of the detected targets, and the Hungarian
algorithm to match each new estimated track with its target cluster.

3. A novel CNN model is proposed for feature extraction and identification of drone
and non-drone targets from clustered 3D cloud points.

4. The performance of the proposed tracking and recognition algorithms was evaluated.

The rest of this paper is organized as follows. Section 2 reviews the existing litera-
ture. In Section 3, the proposed framework is presented. Section 4 describes the signal
preprocessing. The clustering process is described in Section 5. The tracking process is
described in Section 6. Section 7 describes the recognition process. Section 8 discusses the
performance evaluation. Section 9 presents conclusions and suggestions for future work.

2. Related Works

Several techniques have been developed to detect and recognize drones, including
visual [24], audio [25], WiFi [26,27], infrared camera [28], and radar [29]. Drone audio
detection relies on detecting propeller sounds and separating them from the background
noise. A high-resolution daylight camera and a low-resolution infrared camera were used
for visual assessment [30]. Good weather conditions and a reasonable distance between
drone targets and cameras are still required for visual assessment. Fixed visual detection
methods cannot estimate the continuance track of drones. Infrared cameras detect heat
sources on drones such as batteries, motors, and motor driver boards. Airborne vehicles
can be detected more easily by mmWave radar, which has been the most-popular form
of detection for military troops for a long time. However, traditional military radars are
designed to recognize large targets and have trouble detecting small drones. Furthermore,
the target discrimination may not be straightforward. The extremely short wavelength
of mmWave radar systems makes them highly sensitive to the small features of drones,
providing very precise velocity resolution, and allowing them to penetrate certain materials
to detect concealed hazardous targets [30].

This subsection discusses various recent drone classifications using machine learning
and deep learning models. The radar cross-section (RCS) signatures of different drones
with different frequency levels have been discussed in several studies, including [2,31]. The
method proposed in [2] relied on converting the RCS into images and then using a CNN to
perform drone classification, which required much computation. As a result, they intro-
duced a weight-optimization model that reduces the computational overhead, resulting in
improved long short-term memory (LSTM) networks. The authors showed how a database
of mmWave radar RCS signatures can be utilized to recognize and categorize drones in [31].
They demonstrated RCS measurements at 28 GHz for a carbon-fiber drone model. The
measurements were collected in an anechoic chamber and provided significant information
regarding the RCS signature of the drone. The authors aided the RCS-based detection
probability and range accuracy by performing simulations in metropolitan environments.

https://github.com/00Nave198/MSU-ECE480-13-mmWave/tree/main/data
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The drones were placed at different distances ranging from 30 m to 90 m, and the RCS
signatures used for detection and classification were developed by trial and error.

The authors proposed a novel drone-localization and activity-classification method
using vertically oriented mmWave radar antennas to measure the elevation angle of the
drone from the ground station in [32]. The measured radial distance and elevation angle
were used to estimate the height of the drone and the horizontal distance from the radar
station. A machine learning model was used to classify the drone’s activity based on micro-
Doppler signatures extracted from radar measurements taken in an outdoor environment.

The system architecture and performance of the FAROS-E 77 GHz radar at the Uni-
versity of St Andrews were reported in [33] for detecting and classifying drones.. The
goal of the system was to demonstrate that a highly reliable drone-classification sensor
could be used for security surveillance in a small, low-cost, and portable package. To
enable robust micro-Doppler signature analysis and classification, the low phase noise and
coherent architecture take advantage of the high Doppler sensitivity available at mmWave
frequencies. Even when a drone hovered in a stationary manner, the classification algorithm
was able to classify its presence. In [34], the authors employed a vector network analyzer
that functioned as a continuous wave radar with a carrier frequency of 6 GHz to gather
Doppler patterns from test data and then recognize the motions using a CNN.

Furthermore, the authors of [35] proposed a method for the registration of light
detection and ranging (LiDAR) point clouds and images collected by low-cost drones to
integrate spectral and geometrical data.

3. The Proposed Framework

The proposed framework for the simultaneous tracking and recognition of drone
targets using mmWave radar is presented in this section. A front-end mmWave radar
system with three transmitting antennas (Tx) and four receiving antennas (Rx) is shown
in Figure 1. The mmWave radar transmits multiple frequency-modulated continuous
waveform (FMCW) chirps. These signals are received by the receiving antennas after being
reflected from multiple targets in the FoV. The radar then combines the Tx and Rx signals to
demodulate the FMCW signals and generate intermediate-frequency (IF) signals, creating a
time-stamped snapshot of the FoV [36]. The collected sequence of IF signals is insufficiently
informative and, hence, was applied to preliminary preprocessing to extract some features
of the target, such as the range, velocity, and angle [20,36]. Figure 2 shows the proposed
framework, which consists of four modules, which operate using a pipelined approach
as follows:

5. Signal preprocessing: This module translates the raw information collected by the
mmWave radar into sparse point clouds and eliminates the points associated with
interference noises and static objects (i.e., points that appeared in the previous frame),
which reveal the existence and movement of targets.

6. Clustering: This module detects different moving targets and merges the related point
clouds into clusters, where each cluster represents a single moving target.

7. Tracking: This module estimates a target track in successive frames and applies an
association algorithm to track multiple targets’ paths.

8. Recognition: This module utilizes a CNN model to extract representative spatiotem-
poral features from cloud points and then classifies the detected targets as drone and
non-drone targets.

The four modules of the proposed framework are explored in detail in the
following sections.
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Figure 2. The proposed framework.

4. Signal Preprocessing

The raw IF signals were collected in the form of a 3D cube data (time, chirp, and
antenna). Fast Fourier transformations were performed on the IF signals to estimate the
range, velocity, and angle of arrival (AoA) of the moving target [14,37]. A cloud point is a
3D model composed of a set of points used in the literature to describe a list of detected
targets provided by radar signal processing [38]. Figure 3 illustrates a four-step signal
preprocessing workflow to generate a series of cloud points, each comprising different
features, such as the 3D spatial position (x, y, and z), velocity, and AoA [39].
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4.1. Range Fast Fourier Transform

FMCW-transmitted chirps are characterized by the frequency f , bandwidth b, and
duration Tchirp. The reflected IF signal is parsed to determine the radial range between the
radar and the target. The frequency of IF signal f IF is proportional to the radial distance r
and is denoted as:

f IF =
s2r
c

, (1)

However, the radial distance between the radar and target is estimated as:

r =
f IFc
2s

, (2)

where c represents the speed of light 3× 108 m/s and s is the chirp frequency slope, which
is calculated as (s = b

Tchirp
). The range-fast Fourier transform (FFT) is applied to each chirp

of the radar data cube to convert the time domain IF signal into the frequency domain. The
peak of the resulting frequency spectrum determines the range of each target. The distance
can be calculated by averaging the distance collected by all the chips in a frame and the
number of chirps in the frame.
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4.2. Doppler Fast Fourier Transform

A slight change in the distance to the target resulted in a significant shift in the IF signal
phase. To determine the target velocity, chirps separated by two or more times in duration
Tchirp are required. Subsequently, a Doppler-FFT was applied across the phases received
from these chirps. Therefore, the target radial velocity can be estimated by comparing the
phase differences between two received signals. If the target is moving, the phase difference
ω can be calculated as:

ω =
4π Tchirp υ

λ
, (3)

This approach can discriminate between targets moving at various velocities and at
the same distance. The target velocity v for each moving target can be calculated as:

υ =
λω

4π Tchirp
, (4)

where λ is the wavelength.
The phase difference between the two chirps at the range-FFT peak is proportional to

the radial velocity of the detected target. Applying the Doppler-FFT to the signal range
spectrum yielded 2D range-Doppler localizations.

4.3. Interference Filtering

Interference filtering is responsible for removing the interference scattering points
reflected from unwanted objects in the FoV. Reflections from a noisy background, such as
reflections from walls, must be removed, as well as reflections from the clutter of static
(non-moving) objects, such as trees. Because drone targets are continuously moving,
reflections from drone targets are combined with such inferences, causing significant issues
in the clustering, tracking, and recognition processes of drones. The interference is filtered
by applying a constant false alarm rate (CFAR) [40] and the moving target indication
(MTI) [41].

4.3.1. CFAR Algorithm

The received signal Xt
r from the FoV can be expressed as:

Xt
r = Xt

s + gt, (5)

where Xt
s is the target reflection and gt is the white Gaussian noise in a certain frame t.

From the received signal, the CFAR algorithm [42] is applied to detect the presence
or absence of the target. A fixed threshold value is used in traditional detectors such as
the Neyman–Pearson detector [38]. The assumption is that interference (noise or clutter)
is spread similarly across the test range bins such that, if the signal in the test bin exceeds
a specific threshold γ, the bin contains a target. This results in false alarm conditions, as
shown in the following equations:

Xt
s + gt ≥ γ, true detection (6)

gt ≥ γ, false alarm (7)

A CFAR detector maintains a constant false alarm rate, which adjusts the detection
threshold within the range bins. The detector calculates the noise level inside a sliding
window and uses this estimate to assess the presence or absence of a target in the test bin.
If a target is found in a bin, the algorithm returns the target range-Doppler localization [38].
Finally, all CFAR-identified targets are organized into groups based on their positions
in a 3D matrix. In certain cases, this assumption might be deceptive, such as when the
target returns contain only interference that surpasses the detection threshold. Therefore,
additional filters with clustering are applied, as described in Section 5.
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4.3.2. MTI Algorithm

In this step, the MTI algorithm is applied to exclude static clutter points. This process
necessitates the use of range and velocity information because it filters out static targets
from the FoV and removes points corresponding to static targets (i.e., points that appeared
in the previous frame). To remove these points, the static targets are mapped onto a vertical
line that corresponds to a velocity of 0 m/s, and the Doppler channels associated with
negligible velocities are removed from range-Doppler localization.

By adjusting the CFAR threshold, most non-target dynamic interference can also be
removed. However, the dynamic interference may still be difficult to remove. This is
because some distractors are moving at high or low speeds, whereas others are moving at
speeds close to drones, such as when humans are walking. A threshold that is too small
results in too much dynamic interference, whereas a threshold that is too large results in
part of the drone and non-drone targets not being detected.

4.4. Angle Fourier Transform

The AOA estimation requires the use of at least two receiving antennas. The reflected
signal from the target is received by both antennas; however, it must travel an additional
distance β to reach the second antenna. Minor movement in the target location causes a
phase shift across the receiving antennas. The phase difference between the two receiving
antennas along the elevation ϕE and azimuth ϕA is determined as follows [21,43]:

ϕE =
2πβ sin(θ)

λ
, (8)

ϕA =
2πβ cos(θ)sin(∅)

λ
, (9)

where θ and ∅ are the elevation and azimuth angles of a reflecting target. β is the distance
between two receiving antennas, and λ is the wavelength of the signal. Owing to slight
differences in the phases of the received signals, θ and ∅ can be calculated as follows:

θ = sin−1(
λϕE
2πβ

), (10)

∅ = sin−1(
cos(θ)λϕE

2πβ
), (11)

The angle-FFT is applied to the 2D range-Doppler localization, resulting in a 3D range-
Doppler angle cube. Consider a point cloud P = {P1, ..., Pn }, where n is the number of
detected targets. Each point Pt

i is represented by a feature set at a certain time t and is
denoted by Pt

i = [x, y, z, v,∅, θ]ti , where x, y, and z are the 3D spatial coordinates.

5. Clustering
5.1. Cloud Point Clustering

The generated point clouds are sparse and insufficiently informative for recognizing
distinct targets in the FoV. Furthermore, while static targets and noisy background reflec-
tions were removed through interference filtering, as discussed in Section 4, the remaining
points are not always reflected by the targets. As shown in Figure 4, these interference
points can be significant and can lead to confusion with points from nearby targets. There-
fore, in this module, a clustering algorithm was applied to remove noise points in the point
cloud, in addition to grouping sparse point clouds into several clusters, each corresponding
to a single target present in the FoV.

The density-based spatial clustering of applications with noise (DBScan) algorithm
was applied as a clustering algorithm [44], which is a density-aware clustering method
that separates cloud points based on the Euclidean distance in 3D space. The DBScan
algorithm groups several points in high-density regions into clusters, whereas interference
points occur in low-density regions and are, therefore, removed from the clusters. In each
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frame, DBScan scans all points sequentially, enlarging a cluster until a certain density
connectivity criterion is no longer satisfied. Unlike K-means, DBScan does not require
previous knowledge of the number of clusters and is, hence, well-suited for target detection
problems with an arbitrary number of targets.
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The distance between two points is used as the distance metric in DBScan for density-
connection checking and is defined as follows:
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i − xt

j)
2
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2
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i − zt
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2
+ αv(vt

i − vt
j)

2, (12)

where α =
[
αx, αy, αz, αv

]
is the weight vector used to balance the contribution of each

element. The parameters αx, αy, and αz regulate the contribution of the distance between
the two points in the x, y, and z axes, respectively. αv regulates the contribution of the object
speed. Velocity information is applied during the clustering phase to distinguish between
two nearby targets with varying speeds, such as when two targets pass face-to-face. The
clustering algorithm is illustrated in Algorithm 1.

Algorithm 1 Clustering algorithm.

Input: maxDistance: the largest Euclidean distance between two points; minClusterPoint : the
minimum number of points required for a cluster.
Output: clustered targets
1. Initialize the values of maxDistance and minClusterPoint.
2. Choose point pi randomly, which is not identified as a cluster or noise.
3. Calculate its neighboring points to determine whether it is a primary point. If this is true, form
a cluster surrounding this point; otherwise, this point is considered noise.
4. If pi is a primary point, a cluster is formed, enlarging the cluster by including points that are
reachable by it and are less than maxDisance.
5. If a noise point is added, change the status of that point from noise to a boundary point.
6. Continue with Steps 2:5 until all points have been designated as cluster points or noise.

5.2. Referencing

After clustering, each point is identified by the index of the cluster or noise point flag.
For each clustered target, a reference point must be determined. To distinguish between
different objects within the FoV, this reference point is used for tracking and retrieving
the track information. In this paper, cluster centroid of each cluster is assigned to be the
reference point. The algorithms can determine the centroid location of a cluster with a low
misclassification rate, as illustrated in Algorithm 2.



Appl. Syst. Innov. 2023, 6, 68 9 of 17

Algorithm 2 Centroid-determining algorithm.

Input: cloud point clusters.
Output: centroid of each cluster
For each cluster:
1. Choose a point m as a centroid randomly.
2. Assign all remaining points as non-centroids represented by the nearest centroid.
3. Choose a non-centroid point mrandom randomly selected in every cluster.
4. Let each current centroid denoted as mi.
5. To form the new centroid, calculate the cost C of exchanging mi with mrandom, involving the
cost of reassigning non-centroid points caused by the exchange if C < 0, and then, exchange mi,
with mrandom.
6. Repeat Step 3:5 until no change.

5.3. Cluster Box Estimation

All detected targets are enclosed in cluster boxes. The outermost points of each
cluster are scanned and used to approximate the size of the 3D bounding box. The
result of applying cluster box estimation at frame t is a collection of detected targets
Ot =

[
O1, O2, . . . On]

t , where n is the number of detected targets that might differ across

frames. Each target Ot
i , is represented as a nine-dimensional vector comprising centroid 3D

spatial coordinates x, y, and z and the length, height, and width of the 3D bounding box, l,
h, and w. Specifically, the i-th point is denoted as Ot

i = [x, y, z, v,∅, θ, l, h, w]ti .

6. Tracking

During the tracking phase, the new position of the detected target is estimated sequen-
tially, as shown in Figure 5A, followed by the temporal association of the new estimated
track and target cluster to create a continuous target track, as shown in Figure 5B. The
workflow of the proposed multiple-target-tracking-algorithm is shown in Figure 6. The
components of the proposed target tracker are explored in detail below.

Appl. Syst. Innov. 2023, 6, x FOR PEER REVIEW 9 of 17 
 

 

5. To form the new centroid, calculate the cost 𝐶 of exchanging 𝑚௜ with 𝑚௥௔௡ௗ௢௠, involving the cost of 
reassigning non-centroid points caused by the exchange if 𝐶 ൏  0, and then, exchange 𝑚௜, with 𝑚௥௔௡ௗ௢௠.
6. Repeat Step 3:5 until no change. 

5.3. Cluster Box Estimation 
All detected targets are enclosed in cluster boxes. The outermost points of each clus-

ter are scanned and used to approximate the size of the 3D bounding box. The result of 
applying cluster box estimation at frame 𝑡  is a collection of detected targets 𝑂௧ =[𝑂ଵ, 𝑂ଶ, … 𝑂௡]௧, where 𝑛 is the number of detected targets that might differ across frames. 
Each target 𝑂௜௧, is represented as a nine-dimensional vector comprising centroid 3D spa-
tial coordinates 𝑥, 𝑦, and 𝑧 and the length, height, and width of the 3D bounding box, 𝑙, ℎ, and 𝑤. Specifically, the 𝑖-th point is denoted as 𝑂௜௧  = [𝑥, 𝑦, 𝑧, 𝑣, ∅, 𝜃, 𝑙, ℎ, 𝑤]௜௧. 

6. Tracking 
During the tracking phase, the new position of the detected target is estimated se-

quentially, as shown in Figure 5A, followed by the temporal association of the new esti-
mated track and target cluster to create a continuous target track, as shown in Figure 5B. 
The workflow of the proposed multiple-target-tracking-algorithm is shown in Figure 6. 
The components of the proposed target tracker are explored in detail below. 

 
(A) (B) 

Figure 5. Tracking process input and output. (A) The estimation of the track at a certain frame. (B) 
The continuous track estimation. 

 
Figure 6. The workflow of the proposed target tracker. 

6.1. Track Estimation and Updating 
In the track estimation phase, the EKF [45,46] was adopted to predict the state tracks 𝑆௧ିଵ to the current frame 𝑡, which is denoted as 𝑆௧௘௦௧. An EKF is a recursive linear filter 

used to determine the state of a dynamic system based on the time series of noisy 

Figure 5. Tracking process input and output. (A) The estimation of the track at a certain frame.
(B) The continuous track estimation.

6.1. Track Estimation and Updating

In the track estimation phase, the EKF [45,46] was adopted to predict the state tracks
St−1 to the current frame t, which is denoted as Sest

t . An EKF is a recursive linear filter used
to determine the state of a dynamic system based on the time series of noisy observations.
In addition, it features low computational complexity and a recursive structure and is
resistant to measurement errors and correlations when dealing with multiple targets.
Consequently, the radar community frequently uses a KF-based tracking technique [47].
Using the EKF when tracking a moving target will allow the system to detect the target
even if it remains stationary, as well as to follow the target wherever it travels. In this paper,
target tracking was performed utilizing distance and azimuth angle observations, rather
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than radial velocity observations. Most investigations in the literature included radial
velocity observations in the model, which caused the system to become too non-linear
to produce meaningful estimates using KF. Moreover, observing only the distance limits
the ability to locate a target in 3D space. This limitation can be overcome by observing
the angular positions of moving targets and eventually reconstructing the full track of
the target.
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Therefore, the KF model observation vector consists of the detected target’s radial
distance, and the azimuth angle at frame t is defined as m t = [r , ∅ ]t. A graphical
representation of the radial distance and azimuth angle of the target from the ground
station is shown in Figure 7. The current track state of the detected target at frame t is
defined as St := [x, y, z, v,∅, θ, l, h, w]t.
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The typical state-space representation of a non-linear time-discrete model is as follows:

St = ASt−1 + ut, (13)

Mt = h
(
Tt)+ qt, (14)

where Equation (13) is responsible for explaining the evolution of the target states through
t; Equation (14) is responsible for matching the target’s state to the measurements. ut and qt

are the white Gaussian process noise and measurement noise, respectively.
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h
(
St) = [√x2 + y2 + z2, tan−1( y

x
)]t

represents the non-linear measurement process. A is
the state transition matrix given in the time-discrete model and is defined as:

A =



1 0 0 ∆t 0 0
0 1 0 0 ∆t 0
0 0 1 0 0 ∆t
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

, (15)

To solve this non-linear measurement problem, a modified observation vector
Ḿt = [r cos θ, r sin θ] is obtained using Equations (13) and (14). The EKF is used to estimate
the new position of the detected targets in two steps. In the first step, the new track state is
predicted by the mean St

est and covariance Pt at time t and is defined as:

St
est = ASt−1 + ut, (16)

PT = APt−1 AT + qt, (17)

In the second step, the filter updates the first step state estimations using the Kalman
gain Kt, which is denoted as:

Kt = Pt HtT
(

HtPt HtT + U
)−1 (18)

St = St−1 + Kt(Mt − h(Pt)), (19)

Pt = (I − Kt Ht)Pt−1, (20)

where Ht is the Jacobian matrix of the partial derivatives of h(·), U is the noise covariance,
and I is the identity matrix.

6.2. Track Association

Several successful single-target-tracking systems have been explored in the literature;
however, tracking becomes difficult in the presence of multiple targets. The task of matching
new tracks with target clusters from frame to frame in each input sequence has been proven
to be complicated.

In the track association phase, the detected targets Ot and predicted track state Sest
t

are associated at each frame. The Hungarian algorithm [48] was adopted to solve this
many-to-many assignment problem with the objective of minimizing the combined distance
loss. The procedure consists of two steps. In the first step, the actual cost matrix with a
dimension of Ot × St−1 is constructed using the squared Mahalanobis distance between
the centroid of target detection Ot and the predicted track Sest

t for each frame t.
The cost matrix Cij

t for the association between the predicted track i at t− 1 and the
detected target j at the frame t is calculated as:

Ct
ij =

(
Mt

i − HSt
i
)T (Dt)−1 (Mt

i − HSt
i
)
, (21)

where Mt
i − HSt

i is the innovation process and Dt is the covariance matrix; it is calculated
as HPt H + R, and both are obtained as part of the KF update step.

The outputs of the track association module are a collection of detections Omatch ={
O1

match, O2
match, · · · , Ow

match
}

matched with tracks Smatch =
{

S1
match, S2

match, · · · , Sw
match

}
,

along with the unmatched tracks Sunmatch =
{

S1
unmatch, S2

unmatch , · · · , Sm−w
unmatch

}
and un-

matched detected targets Ounmatch =
{

O1
match, O2

match, · · · , On−w
unmatch

}
, where w, m, and n are

the number of matches, predicted tracks, and detected target, respectively.
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6.3. Birth and Death

This module manages the newly appearing and disappearing tracks when the existing
targets disappear and new tracks arise. In this paper, all unmatched detections Ounmatch
were considered as potential targets for entering the FoV. To avoid tracking false positives,
a new track Si

new is not created for Oi
unmatch unless it has continually matched in the next

few frames. However, all unmatched tracks are considered potential targets when leaving
the FoV. To avoid deleting true positive tracks with a missing detection at specific frames,
each unmatched track is kept for a few frames before being deleted.

7. Recognition
CNN Model for Feature Extraction and Classification

In this section, the proposed CNN model for multiple-target feature extraction and
classification is presented for recognizing drone or non-drone targets. To overcome the
non-uniformity in the number of points per frame and ensure a consistent length of input
data, the data were processed before training and testing the CNN model. Regardless
of the number of points in each frame, the point clouds in a 3D point cloud grid were
converted into 2D occupancy grids. In this paper, we adopted the algorithm proposed
in [49]. In particular, the cluster that encloses the points of a potential drone target was
used to determine discriminative spatiotemporal patterns for each target individually.

However, a CNN model was periodically developed for spatiotemporal feature extrac-
tion throughout the 2D occupancy grids. To reduce network consumption and enhance
training speed, the features of the point cloud data were directly used as the input data for
the CNN, rather than mapping the point cloud to the images. Features extracted from the
2D occupancy grids of the cluster cloud points included the distance, velocity, and angle,
as described in Section 4. Additional discriminative features were extracted, such as the
height of the target and the size of the clusters.

The most-distinguishing features of drones are their ability to reach higher altitudes
and their smaller sizes compared to pedestrians and other on-ground moving vehicles. The
target altitude is determined by calculating the vertical distance as follows:

λ = r ∗ cos(θ), (22)

where λ is the height of the target from the ground.
The target size is determined by calculating the area of the clustered box as follows:

a = 2lw ∗ 2lh ∗ 2wh, (23)

The CNN model consists of seven layers, as shown in Figure 8. Layer 1 is the input
layer containing the six attributes: radial distance in meters, velocity in meters/second,
azimuth angle in degrees, elevation angle in degrees, height in meters, and area in meter2.
Layer 2 is made up of six distinct modules, each of which is made up of a spatiotemporal
convolution with kernel size 7× 7, maximum pooling composition with a sum size 3× 3,
rectified linear unit (ReLU) activation functions, and maximum pooling with pooling area
size 3× 3 and a stride of two. Layer 3 is made up of six separated ResNet50. Layer 4 is
made up of spatiotemporal convolution with kernel size 3× 3 and average pooling with a
pooling area of size 2× 2 to fuse the six features. Layer 5 is made of an LSTM layer with an
input size of 256 and a 128-cell hidden layer with a dropout probability of 0.5. Layer 6 is
made of two fully connected (FC) layers and a ReLU activation function hidden layer to
determine the output of the nodes in the FC. The final output layer would have three nodes,
corresponding to the three classes of drone, non-drone, and drone and non-drone targets.

The CNN loss function is denoted as Loss and is calculated as:

Loss(scr, t) = −scr[t]log(∑j exp(scr[j])), (24)

where scr is the classification score.
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The context flow of local and global time and space was designed using LSTM, which
fuses the local and global spatiotemporal features. The six attributes of the point cloud
served as the input independently, and spatiotemporal convolution kernels were applied
to extract the spatiotemporal features of the point cloud. However, it is impossible for
six distinct drone and non-drone target identification to adequately capture intrinsic fea-
tures; hence, these six attributes must be fused. As a result, the fusion network is de-
veloped in Layer 4 to fuse the six features. After fusion, the features are more extensive
and may more thoroughly describe a target’s dimension, speed, altitude, and 3D spatial
position coordinates.

8. Performance Evaluation

To evaluate the performance of the proposed framework, we used a dataset collected
with an IWR6843ISK by Texas TI Single-chip 60 GHz to 64 GHz intelligent mmWave radar
sensor [50] to train and test the CNN. There are several scenarios in the collected data.
The drone and pedestrian data are mixed in Scenarios A, C, and D. Scenario B includes
only noise and pedestrian data. In addition, the data were divided into training and
validation sets at a 5:1 ratio. Our framework recognizes three classes of targets: drone,
non-drone, and drone and non-drone, with a pedestrian as the non-drone target. In this
context, the accuracy of the proposed algorithms for clustering, tracking, and recognition
was determined as follows.

8.1. Clustering

The proposed clustering algorithm based on DBScan was compared to the well-known
K-means clustering algorithm, as shown in Figure 9. The clustering accuracy achieved
88.2% for one target and 68.8% for two targets. The proposed clustering algorithm was more
accurate than the K-means algorithm. To improve DBScan’s performance, the weighting
parameter α in Equation (12) must be defined. The large α causes the object to split into
two clusters, whereas the small α causes loose clusters with many noise points. Practically,
we discovered that α = 0.25 yielded better clustering performance. Outliers were blended
into clusters when α = 0. Points related to a certain target were divided into two groups
when = 1 (standard Euclidean distance).

8.2. Tracking

The estimated track accuracy is measured based on the RMSE in Figure 10. The RMSE
value of the EKF for the target position was 0.21, whereas that of the LKF was 0.36. Based
on the RMSE analysis, the EKF was more accurate than the LKF. The EKF and LKF are both
methods used for dealing with 3D-radar-tracking systems. These filters aim to approximate
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the non-linear functional model of a tracking system by using analytical techniques. In
both the EKF and LKF, the non-linear equations of the model are approximated using a
first-order expansion. This allows the use of the KF to estimate the state of the system after
linearization. The main difference between the EKF and LKF lies in how they linearize
the state space model. The EKF linearizes the model with respect to the estimated track,
which is continuously updated using the collected information. On the other hand, the LKF
linearizes the model with respect to a nominal track that has been pre-compiled without
considering the collected information. It is important to note that the accuracy of the
tracking performed by the LKF is heavily dependent on the accuracy of the nominal track
that is predetermined. If the nominal track is inaccurate, it can lead to filter instability and
poor tracking performance.
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Both the EKF and LKF are powerful tools for approximating non-linear models in
radar-tracking systems, but they have different strategies for linearizing the models and
estimating the state. It is important to carefully consider the trade-offs and limitations of
each filter when deciding which to use in a specific application.

The RMSE for the target position is less than that for the bounding box size. The
bounding box size is determined after cloud point clustering, which is used to extract the
predicted track. In rare circumstances, the algorithm fails to extract the precise bounding
box of the tracked object when noise points are not filtered from the FoV. In addition,
EKF has a shorter computational time since transition matrices are not required for the
calculation due to the linearization effect.
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8.3. Recognition

To validate the proposed recognition model, the accuracies of two network modes,
CNN and LSTM, were compared to the proposed CNN + LSTM model. CNN and LSTM
comprise the first and second parts of the network, respectively. It can be observed from
Figure 11 that the proposed model provided the best accuracy of 98.4% for one target and
98.1% for two targets.
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9. Conclusions and Future Work

In this paper, we proposed a novel framework that performs simultaneous drone
tracking and recognition using sparse cloud points generated from a low-cost small-sized
mmWave radar sensor. Following detection, clustering, and Kalman filtering for location
estimates in the 2D space plane, the raw data were processed further with a designed
CNN classifier based on a cloud point spatiotemporal feature extractor. Our framework
surpassed previous solutions in the literature in terms of a recognition accuracy of 98.4%
for one target and 98.1% for two targets with a tracking RMSE of 0.21.

As part of future research, the proposed framework will be developed, and the dataset
will be expanded to include drone-like targets such as birds.
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