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Abstract: As part of the early warning system, forest fire detection has a critical role in detecting fire
in a forest area to prevent damage to forest ecosystems. In this case, the speed of the detection process
is the most critical factor to support a fast response by the authorities. Thus, this article proposes a
new framework for fire detection based on combining color-motion-shape features with machine
learning technology. The characteristics of the fire are not only red but also from their irregular shape
and movement that tends to be constant at specific locations. These characteristics are represented
by color probabilities in the segmentation stage, color histograms in the classification stage, and
image moments in the verification stage. A frame-based evaluation and an intersection over union
(IoU) ratio was applied to evaluate the proposed framework. Frame-based evaluation measures the
performance in detecting fires. In contrast, the IoU ratio measures the performance in localizing
the fires. The experiment found that the proposed framework produced 89.97% and 10.03% in the
true-positive rate and the false-negative rate, respectively, using the VisiFire dataset. Meanwhile, the
proposed method can obtain an average of 21.70 FPS in processing time. These results proved that
the proposed method is fast in the detection process and can maintain performance accuracy. Thus,
the proposed method is suitable and reliable for integrating into the early warning system.

Keywords: color probability; motion feature analysis; forest fire; fire detection; early warning system;
real-time process; intersection over union

1. Introduction

Indonesia is one of the countries with the largest forest area globally. According to
the World Bank, the forest area in Indonesia was reported at 49.1% in 2020 [1]. Therefore,
Indonesia always experiences forest fires every year in various regions. The government
has taken many strategies to reduce the occurrence of forest fires, especially early fire
detection [2]. However, these strategies have not fully utilized artificial intelligence to the
best of our knowledge. Therefore, an early warning system based on artificial intelligence
is needed to detect fire in a forest area.

Fire detection is one of the essential modules in an early warning system, which is
used to identify abnormal events in a monitoring area. Fire detectors are used to provide
the earliest possible warning of a fire. Conventional fire detectors currently use smoke
and temperature sensors. If the sensor is placed in an open and wide area such as a forest,
densely populated settlements, and roads, it will be less effective and cost a significant
amount of money. In addition, conventional fire detectors have problems regarding delays
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and alarm sound errors. In other words, the utilization of camera monitoring is currently
increasing to ensure citizens’ safety. Therefore, it is possible for Closed Circuit Television
(CCTV) cameras to detect fires using digital image processing and computer vision technol-
ogy, referred to as image-based fire detection. The advantages of image-based fire detection
compared to conventional fire detectors can be placed in an open and wide area so that the
costs incurred can be cheaper.

Image-based fire detection is strongly influenced by the features used to distinguish fire
from other objects. Two types of features are often used to detect fire: handcrafted features
and non-handcrafted features. Handcrafted features are designed with predetermined
rules. Examples of these features are motion, shape, color, and texture. Meanwhile, non-
handcrafted features are obtained directly from the neural network layers.

Several previous researchers carried out fire detection only by color reference. The char-
acteristic of fire with a reddish-yellow color is considered to distinguish fire from other
objects. In [3,4], the Red, Green, Blue (RGB) values of the images were analyzed. The object
with the highest R-value component was determined as a fire area candidate. Other color
spaces can also be used as a reference for detecting fire. For example, the YCbCr color space
is used by [5]. In that study, YCbCr was able to overcome the weakness of RGB. YCbCr can
detect fire in images with significant changes in illumination, which is difficult for RGB.

If only referring to color features, objects with a red color can also be detected as
fire. Some researchers add motion as a reference for fire detection. In [6,7], background
subtraction was used to determine the movement of objects between frames. Objects that
move and have a predominant color of red are detected as fire. The addition of motion
rules is done by [8,9]. Not all moving and red objects are detected as fire, but objects with
specific motions resemble sparkling fire. This method minimizes false positives on ordinary
moving objects that are red.

Several other studies combine more than two features to perform fire detection.
In [10,11], in addition to color and motion, wavelet domain analysis was also used in
detecting fire. In [12], they used color, motion, and shape as features. Some of these com-
bined features then become the input of a classifier model. In [10], they applied a voting
system, while [11] used a Support Vector Machine (SVM), and [12] used a Multi Expert
System (MES).

Several recent studies have used non-handcrafted features for fire detection. For ex-
ample, in [13], the deep learning architecture used is a Convolutional Neural Network
(CNN), while [14] uses SqueezeNet, and [15] uses You Only Look Once v3 (YOLOv3). Deep
learning architecture is also used to overcome the problem of few data, as was done [16] by
implementing the Generative Adversarial Network (GAN). The results of fire detection ac-
curacy using non-handcrafted features are relatively better than the fire detection accuracy
using handcrafted features. However, non-handcrafted features generally have a longer
computational time than handcrafted characteristics.

The other researchers tried to combine handcrafted and non-handcrafted features for
fire detection. For example, in [17], they combined motion features with CNN architecture,
while [18] combines color features with Faster R-CNN architecture, and [19] combined
flicker detection with CNN architecture. Combining two features can achieve high detection
accuracy but requires a longer computational time.

Our goal was to integrate the fire detection module into a CCTV-based early warning
system (EWS). In the EWS, the speed of the process is crucial in responding quickly to
any detected abnormal events. Because of this requirement, the integrated fire detection
module must run in real-time but still maintain performance. Therefore, this study pro-
posed a real-time fire detection based on a combination of novel color-motion features
and machine learning to achieve real-time processing and high accuracy in performance.
Overall, the main contributions of the work are summarized as follows:
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• Introducing the use of a color probability model based on the Gaussian Mixture Model
for segmenting the fire region, which can handle any illumination condition.

• Proposing simple motion feature analysis of fire detection, which reduces the false-
positive rate.

• Integrating classification-based fire verification to make decision steps more effective
and efficient in localizing the fire region.

• Introducing the new evaluation protocol and annotation for fire detection evaluation
based on the intersection over union (IoU) rate.

2. The Proposed Framework

The fire detection system starts by forming a color probability model for the seg-
menting fire region using the Gaussian Mixture Model and Expectation Maximization
(GMM-EM) methods. Then, the model is trained based on a dataset containing varying
fire colors. This model would find the fire region candidates in the video frames extracted
from the video input. After obtaining the candidates, the machine learning strategies were
performed for verifying them based on the color histogram (e.g., HSV, YCbCr, or RGB).
This research utilized two machine learning methods: support vector machine (SVM) and
random forest (RF). SVM is used because of its ability to classify an object into two classes
linearly. On the other hand, RF was chosen because of its ability to combine color and
motion features in object classification. However, these two methods will be compared in
implementation to obtain the most optimal framework. Lastly, further verification was then
conducted by checking the motion of fire regions. The fire motion was measured according
to the centroid and the area of the region. If the method detects irregular motion in a fire
region, then this region was assigned as a fire object and vice versa. The detailed proposed
framework is shown in Figure 1.

2.1. Training Data Acquisition

In this research, two training datasets were used: the dataset for fire segmentation
and fire classification. The dataset for segmentation consisted of 30 images of fire regions
in various conditions with the size of 100 × 100 pixels. The features were extracted on
this dataset based on the RGB color model for representing the variation in fire colors
in the color probability model. Figure 2 shows the selected samples of fire color images
used for the segmentation stage. On the other hand, the fire classification stage utilized a
dataset consisting of 1124 fire images and 1301 non-fire images created by Jadon et al. [20].
It was produced by capturing photographs of fire and non-fire objects in challenging
situations, such as the fire image in the forest and non-fire images with fire-like objects in
the background. The dataset was then divided into 80% and 20% for training and testing
subsets. Figure 3 shows examples of fire and non-fire images in the forest environment.

2.2. Color Probability Modeling

Fire color modeling is the most challenging strategy, as fire usually has various color
distributions. Using a single Gaussian and estimating parameters is not optimal for mod-
eling such a dataset. For instance, if we take a dataset with two means numbers of 218
and 250, the average might be around 221, which leads to an accurate estimation. Hence,
the color distribution would be represented by multiple clusters [21]. Using the same
above instance, a multiple Gaussian with means of 218 and 250 provide a more realistic
representation of the color distribution.
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Figure 1. The proposed method flowchart.
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Figure 2. The selected sample of fire images for training data in the segmentation stage.

(a) Fire image samples.

(b) Non-fire image samples.
Figure 3. The selected sample of fire and non-fire images for classification stage.

Nevertheless, in some scenarios, where multiple datasets with varying numbers of
clusters describe the same feature, it is more advisable to use a multivariate Gaussian [22]
to model the data across the three sets. It enables us to have a more detailed assessment of
how the clusters are distributed over the given data. Equation (1) shows the equation of
the multivariate Gaussian.

N(x|µ, ∑) =
1

(2π|∑ |)0.5
exp{−1

2
(x− µ)T

−1

∑(x− µ)} (1)

A multivariate Gaussian [23] was utilized based on three color channels: red, green,
and blue. Therefore, fire objects were detected on each color channel according to the
number of clusters. Then, the model of the entire image was three-dimensional Gaussian.
Finally, the Expectation-Maximization algorithm [24] determined the probability of a pixel
belonging to a particular cluster and estimated the means and co-variances.

In addition, the fire object segmentation stage may produce several imperfect re-
gions, i.g., regions with holes. These regions might be challenging to be detected at the
classification stage. Therefore, the post-processing step was conducted by applying two
morphological operations: closing and dilation operators. The closing operator was used
to remove tiny holes in the fire area, while dilation was used to enlarge the size of the fire
area. The sample results of these operations can be seen in Figure 4.
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(a) (b) (c)

Figure 4. The sample results of morphology operations as post-processing. (a) Segmentation result;
(b) closing operation result; (c) dilation operation result.

2.3. Color-Based Feature Extraction

In this research, three different color models, such as RGB, HSV, and YCbCr, were im-
plemented and compared to determine the optimal model for the fire detection framework.
First, the RGB color model consists of red, green, and blue channels. Each channel is a set of
pixel intensities with values of 0 to 255. Thus, the number of possible colors for each pixel
in the RGB color model is 256 × 256 × 256 = 16,777,216 colors [25]. Second, the HSV model
defines color in terms of hue, saturation, and value channels [26]. Hue represents true
colors, such as red, violet, and yellow, defining redness, greenness, and others. Saturation
represents the purity of a certain color, while value represents the brightness or darkness of
the color ranging from between 0% and 100%. Third, the YCbCr color model is equivalent
to the RGB model. Y is the luma component, describing the brightness. Cb and Cr are the
chroma components, representing the ratio of blue and red to green components, respec-
tively. Among these three color models, the HSV model is considered better in representing
visual perception by the human sense. In contrast, RGB and YCbCr models are formed by
a mixture of primary colors. Therefore, these models are less sensitive to human vision.

Next, a color histogram was generated after extracting the pixel intensity from the
image. A color histogram illustrates the distribution of pixel intensities in an image [27]. It
can be visualized as a graph (or plot) that depicts the distribution of pixel intensity value.
For example, if the RGB color model was used, the histogram of each channel contains
256 bins. We then effectively counted the frequency of each pixel intensity. This color
histogram was then utilized as a feature in the classification stage, using a support vector
machine or random forest classification as described in the following subsection.

2.4. Fire Object Verification

In the previous stage, the fire region candidates were extracted. However, these regions
may not belong to fire objects, which results in misdetection. Hence, the classification stage
is required to verify whether the region is a fire or a non-fire object. Two machine learning
algorithms were implemented and compared in the experiment, such as support vector
machines and random forest.

The support vector machine (SVM) is one of the most popular machine learning
algorithms for binary classification [28], as it is relatively straightforward and simple but
effective. Technically, the SVM finds the optimal hyperplane that distinguishes the two
separated classes by maximizing their distance. This hyperplane is located in the middle of
the two classes. For example, in fire detection problems, these two classes are defined as
fire and non-fire.

On the other hand, random forest is a widely known technique to develop classifica-
tion models [29]. The random forest algorithm works by constructing several randomized
decision trees, called predictors. First, each predictor is generated by using training sample
data. Then, these predictors are aggregated for the final decision based on majority vot-
ing [30]. For instance, suppose we generated a Random Forest model with three decision
trees and would classify unknown data. The first and the second decision trees classified
the data as fire class, while the last decision tree assigned the same data as a non-fire class.
Therefore, the data are classified as a fire class in the final decision using majority voting.
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2.5. Motion Feature Analysis

Verifying a fire region based solely on the color feature may produce some false
positives, e.g., a red-colored non-fire object is classified as a fire object. Besides color,
another characteristic of fire is its irregular movement in certain areas. Therefore, a further
verification stage was conducted by utilizing the motion feature to reduce false positives.
According to [31], the object motion could be represented by image moments. Thus,
the image moments, particularly the centroid and the area, were exploited in the experiment.
The formula to calculate the centroid and the area is shown in (2).

Area = M00 and Centroid{x̂, ŷ} =
{

M10

M00
,

M01

M00

}
(2)

3. Results and Discussion
3.1. Experimental Setting and Protocol Evaluation

The proposed method was tested on several public datasets. The proposed method
was implemented using the Python programming language on a Core i3 CPU and 8GB
RAM. In the experiment, the true-positive rate (TPR), the true-negative rate (TNR), the false-
positive rate (FPR), the false-negative rate (FNR), the intersection over union (IoU) rate,
as well as the processing time were evaluated. The TPR is the ratio between the number
of correctly detected fire frames and the number of ground truth fire frames. The TNR
is the ratio between the number of correctly detected non-fire frames and the number of
ground truth non-fire frames. The FPR is the ratio between the number of wrongly detected
fire frames and the number of ground truth non-fire frames. Lastly, the FNR is defined
as the ratio between the number of improperly detected non-fire frames and the number
of ground truth fire frames. The IoU rate evaluated how well the method localizes the
fire. TPR and FNR values were used to assess video containing the fire, while TNR and
FPR values were used for video without fire. Lastly, the frame rate measures the method’s
effectiveness, also referred to as frames per second (FPS).

Our method was evaluated using VisiFire [32], and FireSense [33]. These datasets
contain several video sequences of fire and non-fire video. Table 1 shows the detailed
information of the evaluated dataset. In training, we collected the fire images from the
Internet to model the color probability. To the best of our knowledge, most annotation
datasets are based on the presense of fire on the video or frame without knowing its
exact location. Thus, a new annotation was proposed based on the fire region location.
In addition, we also compared our proposed method with other methods [10,34–36] in
terms of accuracy and processing time.
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Table 1. Dataset used for evaluation in the experiment.

Video Resolution Frame Rate Frames Fire Notes

Video 1 400 × 256 15 260 yes Controlled1 [32]
Video 2 400 × 256 15 246 yes Controlled2 [32]
Video 3 400 × 256 15 208 yes Controlled3 [32]
Video 4 400 × 256 15 200 yes Forest1 [32]
Video 5 400 × 256 15 245 yes Forest2 [32]
Video 6 400 × 256 15 255 yes Forest3 [32]
Video 7 400 × 256 15 219 yes Forest4 [32]
Video 8 400 × 256 15 216 yes Forest5 [32]
Video 9 400 × 256 15 218 yes ForestFire1 [32]

Video 10 320 × 240 2 241 yes fBackYardFire [32]
Video 11 320 × 240 5 236 yes Fire1 [32]
Video 12 320 × 240 29.97 140 yes 40m PanFire 20060824 [32]
Video 13 320 × 240 10 155 no negsVideo2.859 [33]
Video 14 320 × 240 10 160 no negsVideo3.860 [33]
Video 15 480 × 368 30 439 no negsVideo5.862 [33]
Video 16 640 × 368 30 541 no negsVideo7.864 [33]
Video 17 640 × 480 25 645 no negsVideo9.866 [33]
Video 18 360 × 288 25 246 no negsVideo10.1072 [33]
Video 19 320 × 240 25 180 no negsVideo11.1073 [33]
Video 20 352 × 288 24.46 272 no negsVideo13.1075 [33]
Video 21 1600 × 1200 18.51 196 no negsVideo16.1077 [33]

3.2. Optimal Parameter Settings

Both fire object segmentation and classification stages require to set hyperparameter.
Thus, this part describes how to obtain the optimal parameter for both stages.

3.2.1. Parameters for Fire Object Segmentation

In the segmentation stage, the most crucial parameter is the value of K in GMM
and EM methods. K is defined as the number of clusters used to differentiate fire and
non-fire. Therefore, the heuristic approach was used by choosing several values of K and
selecting the optimal one. Table 2 shows the results of the variation of the K value on the
segmentation results.

As shown in Table 2, it was found that when the value of K = 2 was used, many
non-fire objects were detected as belonging to the fire class, defined as false positives.
The false positives were also detected when we set K = 4 and K = 5, although the number
was reducing. The best results were obtained from the value of K = 3. However, in terms
of the processing speed, the value of K = 2 was the fastest because it only uses two clusters
to perform segmentation. The higher the value of K, the FPS value was getting smaller.
Based on these results, we decided to use the K = 3 because the number of detection results
is the same as the ground truth, and the FPS value was not too small.

In addition to the K value, morphological operations also affect the accuracy of the
segmentation results. In this study, we used closing morphology to close the hole in the fire
area and dilation to widen the surface of the fire object. Figure 5 shows the results of using
the dilation morphology operation on the IoU rate.

Based on the experiment, without using a dilation operation, the IoU rate was 0.445,
while using a dilation operation, the IoU rate increased to 0.794. This improvement was
due to the dilation process enlarging the fire region area in the segmentation stage. Thus,
the overlapping area between the fire region and the ground truth was getting bigger.
In general, dilation operators can handle fire detection in a small size, as it is possible to
widen the area of the fire object.
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Table 2. The effect of the value of K in segmentation results.

K Ground Truth Fire Segmentation Fps

2 27.71

3 18.87

4 17.07

5 13.64

(a) (b) (c)

Figure 5. The effect of morphological operations on the segmentation result. (a) Ground truth;
(b) without dilation operation; (c) with dilation operation.

3.2.2. Parameters for Fire Object Classification

Next, an evaluation to determine the optimal machine learning was carried out.
Tables 3 and 4 show the evaluation results for support vector machine and random forest,
respectively. As shown in Table 3, the utilization of SVM with the linear kernel was more
accurate than the RBF and polynomial. Since only two classes were separated, the linear
kernel in the form of straight lines was more accurate than RBF kernels and polynomials.
Unfortunately, as shown in Table 4, the random forest with 20 trees achieved better results
than SVM. In both machine learning methods, the HSV model was slightly better than
the YCbCr model due to HSV separating luma (image intensity) from chroma (color
information). It is beneficial in various situations, especially in natural objects like trees,
fire, etc. Therefore, a random forest with 20 trees on the HSV color model was applied for
our fire detection framework in the testing stage. Figure 6 shows an example of the results
on each step of fire detection.
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Table 3. Classification result using SVM.

Color Space Kernel Accuracy (%)

RGB
RBF 56.08

Polynomial 52.98
Linear 83.50

HSV
RBF 65.56

Polynomial 52.37
Linear 81.64

YCbCr
RBF 75.05

Polynomial 52.98
Linear 81.93

Table 4. Classification result using Random Forest.

Color Space Number of Trees Accuracy (%)

RGB

10 85.77
20 86.18
30 87.21
40 87.83
50 88.24

HSV

10 91.75
20 92.16
30 91.95
40 91.13
50 91.13

YCbCr

10 90.11
20 90.72
30 90.92
40 92.15
50 91.95

Figure 6. Selected sample of forest fire detection results.
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3.3. Frame-Based Evaluation

Frame-based evaluation is calculated regarding the presence of fire in a particular
frame, which several previous researchers commonly use. It consists of the true-positive
rate (TPR), the true-negative rate (TNR), the false-positive rate (FPR), and the false-negative
rate (FNR). The evaluation result of fire detection for video containing fire can be seen in
Table 5, while the evaluation result for video without fire can be seen in Table 6.

Table 5. Comparison of TPR and FNR Results (in percentage) on VisiFire Dataset [32].

Video
Proposed Method R-CNN Torabian [36] Toreyin [10] Ko [34] Truong [35]

TPR FNR TPR FNR TPR FNR TPR FNR TPR FNR TPR FNR

Video 1 100 0 100 0 100 0 34 0 55.2 2 94.98 5.02
Video 2 100 0 100 0 100 0 87.5 4.9 77.7 0 - -
Video 3 100 0 95.12 4.88 100 0 73.7 10 97.9 0 95 5
Video 4 100 0 95.19 4.81 - - - - - - - -
Video 5 100 0 97 3 - - - - - - - -
Video 6 92.17 7.83 99.18 0.82 - - - - - - - -
Video 7 100 0 63.25 36.75 - - - - - - - -
Video 8 98.61 1.39 76.26 23.74 - - - - - - - -
Video 9 26.67 73.33 84.58 15.42 100 0 51.2 44.1 56.3 0 93 7

Video 10 98.62 1.38 100 0 - - - - - - - -
Video 11 74.75 25.25 60.4 39.6 - - - - - - - -
Video 12 88.76 11.24 95.51 4.49 - - - - - - - -
Average 89.97 10.03 88.87 11.13 100 0 61.6 14.75 71.78 0.5 94.33 5.67

Table 6. Comparison of TNR and FPR Results on FireSense Dataset [33].

Video
Proposed Method R-CNN

TNR (%) FPR (%) TNR (%) FPR (%)

Video 13 27.74 72.26 12.26 87.74
Video 14 20.62 79.38 21.88 78.12
Video 15 38.72 61.28 3.42 96.58
Video 16 33.46 66.54 4.99 95.01
Video 17 21.71 78.29 23.1 76.9
Video 18 34.55 65.45 0 100
Video 19 59.44 40.56 97.22 2.78
Video 20 66.42 33.58 2.95 97.05
Video 21 45.92 54.08 2.04 97.96
Average 38.73 61.27 18.65 81.35

Unfortunately, because of limited resources and difficulty implementing other research,
we could not compare our proposed with other methods for all testing videos. Instead, we
compared them based on the video used in their experiment. Around 12 VisiFire videos
were used as data testing, and there were four videos used by several previous researchers
as data testing, as shown in Table 5. If only referring to the four videos, the proposed
method achieved the fourth-best average TPR with 81.67%. The highest TPR was achieved
by Torebiyan et al. [36] with 100%, followed by R-CNN with 94.92% and Truong and
Kim [35] with 94.32%, respectively.

Furthermore, it is also very important to evaluate the method on videos without
containing the fire. Thus, we also evaluated our method on FireSense video, which was
then compared with the R-CNN method. As shown in Table 6, the proposed method
achieved a TNR value of 38.73%. This result is better than the TNR value for the R-CNN
method with a TNR of around 18.65%. Nevertheless, our method still yielded relatively
high false positives. However, this result is still better than R-CNN.
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3.4. Location-Based Evaluation

Along with knowing the presence of fire in the frame, information about the exact
location of the fire is also very significant. The specific fire location information will
speed up the process of extinguishing the fire. Therefore, in addition to the frame-based
evaluation, it is also crucial to conduct an intersection over union (IoU)-based evaluation.
However, to the best of our knowledge, most of the state of the art methods do not conduct
an evaluation based on IoU. The IoU-based evaluation is more challenging than frame-
based evaluation because of the large number of annotations required for each video.
However, this study proposes a new annotation based on the region to be evaluated on an
IoU rate. This evaluation compares the location of the detected fire with the actual location
of the fire. The IoU can be calculated as a ratio between the intersection area of the detected
fire and the ground truth and the union area of the detected fire and the ground truth.

The proposed method was also evaluated based on the computational time. The faster
the computation time used, the more potential the technique is implemented for real-time
surveillance. To the best of our knowledge, there was no other research evaluating fire
detection based on the IoU rate. Therefore, due to limited resources in implementation, we
only compared our proposed method with the R-CNN deep learning method. Table 7 shows
the comparison of the proposed method and R-CNN based on the IoU and computation
time. The average IoU value in Table 7 refers to the average IoU value for the entire frame
of each video. The average IoU rate for the proposed method was 0.32, while for R-CNN
it was 0.26. Hence, it proved that the proposed method could detect the location of fire
better than R-CNN. In addition, we compared the frames per second (FPS) value for the
computation time comparison. The computational time used by the proposed method was
much faster than that of R-CNN. The proposed method can detect fire with a speed of
21.70 FPS, while R-CNN only had 2.53 FPS.

Table 7. Evaluation based on IoU Rate and Computation Time.

Video
Proposed Method R-CNN

Avg. IoU FPS Avg. IoU FPS

Video 1 0.5 23.63 0.3 1.47
Video 2 0.26 21.75 0.07 2.64
Video 3 0.09 18.42 0.02 2.69
Video 4 0.31 21.84 0.53 2.68
Video 5 0.38 19.60 0.14 2.67
Video 6 0.63 23.36 0.38 2.74
Video 7 0.29 19.6 0 0.16 2.64
Video 8 0.34 22.25 0.31 2.63
Video 9 0.23 26.99 0.31 2.44

Video 10 0.19 19.38 0.16 2.61
Video 11 0.24 22.77 0.26 2.57
Video 12 0.43 20.87 0.41 2.60
Average 0.32 21.7 0.26 2.53

Furthermore, the proposed method can detect relatively small fires with an area size
of at least 20 pixels (see Figure 7). It is because the reference used is the color of the object.
As long as the object has a color that matches the reference color on the probability model,
the object could be detected as fire.

Nevertheless, the proposed method still has limitations. For example, the system may
fail to detect potential fire or invisible fire caused by a significant amount of smoke or
haze in the forest due to the proposed method depending on the visual appearance of fire.
Therefore, utilizing additional sensors (e.g., thermal camera, temperature sensor, humidity
sensor, etc.) could be one of the solutions to overcome this problem. Additionally, the pro-
posed method still produces false positives, affecting fire detection handling. Therefore,
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further research is needed to reduce these false positives. Examples of successful and failed
fire detection using the proposed method can be seen in Figure 8.

(a) (b)
Figure 7. The smallest fire blob that can be detected by our model with area of 20 pixels. (a) Original
image; (b) detected small fire blob.

Figure 8. The sample of fire detection result using the proposed framework; (top row) successful fire
detection and (bottom row) failed fire detection.

4. Conclusions

A real-time and reliable fire detection method for an early warning system is required
so that an immediate response to an incident can be made effective. In this study, methods
based on color probabilities and motion features were successfully implemented to achieve
this goal. The proposed method exploits the characteristics of the color of fire by developing
a probability model using a multiple Gaussian. On the other hand, other fire characteristics,
namely, dynamic fire movement modeled with motion features based on moment invari-
ants, were also applied. The experiment found that the processing time required on average
reached 21.70 FPS with a relatively high true positive rate of 89.92%. These results indicate
that the proposed method is suitable for a real-time early warning system. Nonetheless, one
of the greatest challenges in implementing the module is physically installing the camera,
which may be very difficult. Therefore, it will remain a challenge for our further research.
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