Supplementary Material

1. Derivation of the relationship between Svs and F

In the case of the randomised block design a considerable simplification of the CMH MS statistic
is possible. In this case n,, ;=1 for all i and j. Consequently #,, ;= = b, n,,, = bt and

Pi.j =N,/ 0., =1/t.Substituting in the definitions given in Section 4 leads to

C=DS} =) brng, = byn,)

cov(M)) = S7{I,-1]1;/t}/¢ and

cov(M) = Z cov(M,) = 11%}2 Siit.

Now 117/¢ isidempotent, asis i~ 1,1 /¢, and as any idempotent matrix is its own Moore-Penrose

inverse
cov(M)y= t{I,-11"/t} /(Zj S?).
In the definition of Sws,

M —E[M] = (Z,-sz)—(zh,_,-bw”-w)/f-

Put V= (Vi)=M - E[M] so that Vi= M, Z bh]n,hj /t . The Vi are differences between the sum of

the treatment scores over all strata and the mean of these. Now

V=2 (M;=EIM;]) = > byn, — n.,> bn,/n., =0.

It follows that

Sms= V'cov (M) = r{zimz}/{zjsj}.

To simplify this first put x; = Z b, Nlh] Note that X, ; z ey - On the jth block there is only

one observation of treatment i, so for only one value of / is nirj = 1; otherwise nuj= 0. Thus, for example,
x; = Zh b,?/.Nl.h/. . Consider the data set {xij}. For the two-way ANOVA of these data write TSS for

the treatments sum of squares and ESS for the error sum of squares.
If the data {x;} are analysed as a one-way ANOVA or completely randomised design with blocks
as treatments then the error sum of squares is TSS + ESS and is given by

TSS + ESS = Z:l_’j(xy.—x,‘/./t)2 = zi,jxi Z x /t = Z {Zx — j/t} =
Zj{Zi(zhb;jNih/)_(zhbh/”-hj)z/ ty = Z Zh i o1y (Zhbh/n’h/) [ty =
(t=1Y, S/t

Further, for the two-way ANOVA the treatment sum of squares is (note that X means the mean of

{xi} while X, means the sum of the {xi})

155= Y (F.-%.) = by, fx./b=x./(B1)}’
1 2
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It follows that
T. b(t—1)F
Sws= (Y VY §%} = br TS5 _ =D
Y t{TSS+ESS}/(t—l) (b-1+4F)
on using TMS = TSS/(t — 1), EMS = ESS/{(b - 1)(t — 1)} and F = TMS/ EMS, the F test statistic for
treatments in the two-way ANOVA.

2. Derivation of the CMH C test statistic with the same scores in every stratum

Suppose that the same treatment and response scores are used on each stratum or block. Then
aij = ai say, for all i and j, and b= bn say, forall hand j. As n,,; =1foralliand j, and as a consequence

n,,; =tforalljSxx= Z,a%}’li.j —(Z l.]) /l’l Zaz —(Z,a.)z / t, which is independent

of j, so we may write Sxxj = Sxx. It is not true that Sw] is 1ndependent of j.

Next we focus on Syy;. Put xjj = Z lhj Then X, i = Z b, ]Vlhj Consider the data set {xij}.

If these are analysed as a one-way ANOVA or completely randomised design with blocks as
treatments then the error sum of squares is

PICIES ISR IS HEED SR I A i i
z_i{Zi(Zh lh/) (z bh/ 'hi) /t} z {z i leiy (z b/ 'h/) /t} - zjslz

Finally we focus on Sxy;. Write @ = Zat /t. Then

> Cro= X by Ny —BIN T = Y aby (N, —n,, /1)

Now
Zi,h,j {ai - (,7} { lhj Oh /t} Z {a a} i Zi,h,]‘ {ai - a}bhjnth /t

Since

Dda @by, 1t = Y da—ayy, by ny,lt = Y n,b)Y e ~ay/t =0
C= Z/Cj = Zi{af_c_l}211,jbh]\[lhj

Note that Z b,N, u; 1s the sum of the ith treatment scores over responses and blocks, and these are

usually easy to calculate directly or are readily available in most packaged analyses. The {a,—a}

are the centred treatment scores. Thus

G (t=DC
c= ———
S)zf)(zj' S)%Y/

. . . 2

in which C is the sum of the products of the treatment sums and the centred treatment scores, Sy,

is the sum of the squares of the centred treatment scores and Z ‘ S}%Y' may be read from the output
oty

for a one-way ANOVA.



