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Abstract: Flexible retrieval systems are required for conveniently browsing through large music
collections. In a particular content-based music retrieval scenario, the user provides a query audio
snippet, and the retrieval system returns music recordings from the collection that are similar to the
query. In this scenario, a fast response from the system is essential for a positive user experience. For
realizing low response times, one requires index structures that facilitate efficient search operations.
One such index structure is the K-d tree, which has already been used in music retrieval systems. As
an alternative, we propose to use a modern graph-based index, denoted as Hierarchical Navigable
Small World (HNSW) graph. As our main contribution, we explore its potential in the context
of a cross-version music retrieval application. In particular, we report on systematic experiments
comparing graph- and tree-based index structures in terms of the retrieval quality, disk space
requirements, and runtimes. Despite the fact that the HNSW index provides only an approximate
solution to the nearest neighbor search problem, we demonstrate that it has almost no negative
impact on the retrieval quality in our application. As our main result, we show that the HNSW-based
retrieval is several orders of magnitude faster. Furthermore, the graph structure also works well with
high-dimensional index items, unlike the tree-based structure. Given these merits, we highlight the
practical relevance of the HNSW graph for music information retrieval (MIR) applications.

Keywords: indexing; music information retrieval; nearest neighbor search; efficiency; runtime

1. Introduction

Ongoing digitization efforts lead to increasingly large music collections. With growing
dataset sizes, it can become challenging to find relevant audio documents in such a
collection. A paradigm for searching music databases is known as query-by-example,
where the user provides an audio query, and the task is to find audio recordings from the
database containing parts or aspects similar to the query [1–3].

An example of a public query-by-example music retrieval service is the audio fingerprinting
application Shazam [4,5], where the user supplies a query audio snippet, which is then
identified by comparing the snippet’s fingerprint with fingerprints from a reference
database. One reason for Shazam’s popularity is the ability to provide music identification
results close to instantly. This short response time is possible because of the strict notion
of similarity (identity of recordings) between the query and relevant database recordings
in the audio identification task, combined with clever indexing techniques [1,2,6]. In our
paper, we address a cross-version retrieval scenario, where we aim to find all performances
or versions of a given piece of music, which is specified by a query audio snippet. In related
tasks, the user may provide the query by singing or humming a melody [7,8]. In such
cross-version retrieval scenarios, the notion of similarity is less strict (identity of the musical
piece underlying different recordings), which leads to higher response times compared to
fingerprinting services. In a previous study [9], the authors showed that the runtime of the
search procedure in a cross-version retrieval scenario is in the order of a few seconds, even
for a small database of about 16 h. With growing database sizes, this runtime also increases
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and becomes prohibitive for usage outside academia. In a query-by-example setting, it
makes a dramatic difference whether the user has to wait a fraction of a second or a couple
of seconds for the results after specifying the query. Efficiency is an important aspect of
usability and a critical requirement of information retrieval systems for being practically
relevant [10]. In this article, we show how to increase the efficiency for our cross-version
retrieval scenario by using a modern indexing approach.

Indexing procedures increase the speed of search operations in a database, using
specialized data structures, such as inverted file indices [11]. In our context, the nearest
neighbor search is essential, where one aims to find the closest item in a database to a
given query item. We can classify nearest neighbor search procedures into exact and
approximate search approaches. Exact nearest neighbor search procedures (such as K-d
trees [12,13]) guarantee to find the item in the database that is closest to the query. Other
approaches relax this requirement. Instead of finding exact nearest neighbors, they only aim
to find sufficiently nearby neighbors. In general, this is referred to as approximate nearest
neighbor search. A well-known approach of this category is, e.g., locality-sensitive hashing
(LSH) [14]. Beyond the distinction of approximate and exact solutions, nearest neighbor
search procedures can be categorized according to their algorithmic approach [15,16]. The
main catagories of this distinction are hashing-based, partition-based, and graph-based
search approaches. An example of hashing-based procedures is LSH [14], which has already
been used in music retrieval studies [17–20]. Grosche und Müller [17] found that LSH can
increase the retrieval efficiency compared to an exhaustive search. However, the retrieval
results can be negatively affected (because LSH is an approximate search approach), and
the LSH settings must be adjusted carefully to avoid a strong decrease in the retrieval
quality. Examples of partition-based approaches include K-d trees [12,13], which also have
been used in MIR [9,21,22]. For example, McFee and Lanckriet compared several K-d tree
variants in the context of music similarity search [22]. They found that the combination of
a tree variant for approximate search, known as spill trees [23], with principal component
analysis (PCA) [24] gives a favorable trade-off between accuracy and complexity. As an
alternative, in our contribution, we explore a modern graph-based index structure called
Hierarchical Navigable Small World (HNSW) graph [25], which provides an approximate
search solution, and already has been successfully used for, e.g., image retrieval [26].

In our paper, we use a cross-version music retrieval task [9] as an example application
to explore the HNSW graph in practice. We conduct systematic experiments using
databases of different sizes to analyze the impact of the graph-based index on the quality
and speed of our retrieval system. As our main contribution, we show that we can increase
the efficiency of our music retrieval application by several orders of magnitude through the
usage of an HNSW graph as an index structure. Although the graph-based search belongs
to the category of approximate nearest neighbor search approaches, our experiments show
that, by and large, the retrieval quality is not negatively affected by using the graph in
our scenario. We also analyze several further aspects in our retrieval system, such as
the feature computation and the construction, saving, and loading of the index structure.
We want to emphasize that our results demonstrate huge advantages of the graph-based
indexing approach compared to previously used index structures. We expect similar
benefits for other MIR problems involving nearest neighbor search. Beyond cross-version
music retrieval, such search problems occur in diverse MIR tasks, such as cover song
retrieval [27,28], music similarity estimation [19], query-by-humming [20], or symbolic
music genre classification [29].

To make our results reproducible [30], we use open-source implementations of the
discussed index structures and provide code that shows how we use them, along with
pre-computed features for an example dataset (https://www.audiolabs-erlangen.de/
resources/MIR/2020_signals-indexing, accessed on 12 May 2021). In this way, we enable a
straightforward usage of the index structures in future MIR applications.

The remainder of this paper is organized as follows. In Section 2, we outline our music
retrieval application. Next, in Section 3, we describe graph-based search procedures in

https://www.audiolabs-erlangen.de/resources/MIR/2020_signals-indexing
https://www.audiolabs-erlangen.de/resources/MIR/2020_signals-indexing
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general and the HNSW graph in particular. Then, in Section 4, we present our systematic
experiments where we apply the HNSW graph for our music retrieval task. Finally, we
summarize our main findings in the concluding Section 5.

2. Music Retrieval Application

In this section, we describe our motivating retrieval scenario, our cross-version
retrieval approach, and our datasets, which are used later in our experiments. Readers
with a primary interest in indexing and our experimental findings may skip this section at
first reading.

2.1. Motivating Retrieval Scenario

In our article, we deal with a query-by-example retrieval scenario using a real-world
music collection from a music publisher. This collection consists of the complete audio
catalog of the Carus publishing house, a leading sheet music publisher of sacred and secular
choral music. Beyond sheet music, Carus also produces and publishes audio recordings,
mainly for choral pieces of Western classical music. Carus’ complete audio catalog is a
medium-sized music collection of nearly 400 h (more details in Section 2.3). Internally,
we implemented a web-based interface for browsing this dataset, as illustrated by the
screenshot shown in Figure 1. Here, the user can specify a query in the form of a YouTube
link of a music recording, e.g., an interpretation of Mendelssohn’s Verleih uns Frieden
(Grant us peace) by an amateur choir. Such YouTube videos are often poorly annotated.
Therefore, in our scenario, we use a content-based retrieval approach, where we take a
20-s audio snippet from the YouTube recording as a query. Then, the system retrieves
recordings from the Carus collection that are based on the same musical piece as the query.
Following [9,17], we denote different recordings of the same piece of music as “versions.”
In the case of the Mendelssohn piece, the retrieval system returns two CD articles from the
Carus catalog, which both include a version of that piece by professional musicians (the
Kammerchor Stuttgart under the direction of Frieder Bernius). The user may listen to the
retrieved versions or click on the cover images to access more information on the linked
webpage of the publisher. Rather than describing this web-based tool in further detail, it
serves as a motivating scenario for our retrieval experiments while indicating our study’s
practical relevance.

localhost:8888/Score-Follower

Score Follower

localhost:8000/

Carus Search

Carus Audio Search Demo

https://www.youtube.com/watch?v=NTt3-YzmjxI

Search# Shingles Offset Start (s) Offset End (s) Reduction

OK5 10 10 DNN (K=30) HNSW

Results (Ranked List)

Result 1 (distance: 0.085)

Piece Verleih uns Frieden gnädiglich

Composer Mendelssohn Bartholdy, Felix

Article Mendelssohn: Verleih uns Frieden. Kirchenwerke VI (Bernius)

Result 2 (distance: 0.086)

Piece Verleih uns Frieden gnädiglich

Composer Mendelssohn Bartholdy, Felix

Article Mendelssohn: Jauchzet dem Herrn, alle Welt. Geistliche Chormusik

Query Youtube Link

00:00 / 04:22

00:00 / 04:22

Figure 1. Illustrated screenshot of an internal version-retrieval web-interface for the Carus catalog.



Signals 2021, 2 339

2.2. Cross-Version Retrieval System

We now describe our retrieval approach, closely following [9]. Given a database of
music recordings and a short query audio fragment, the aim is to identify all recordings
(versions) in the dataset based on the same musical piece as the query. To this end, we
compare the database and query recordings using chroma-based audio features, which
measure local energy distributions in the 12 chromatic pitch class bands [31,32]. Our
chroma features are computed by suitably pooling the frequency bins of a time–frequency
representation with a logarithmic frequency axis, where a frequency bin corresponds to
a semitone [33]. Following [9,17], we use a chroma variant called CENS (chroma energy
distribution normalized statistics) [34], which is adapted for the retrieval task using a
post-processing strategy involving logarithmic quantization, temporal smoothing, and
frame-wise normalization.

All database recordings are transformed into chroma sequences. We use a shingling
approach [1,9,17,35], where the database’s chroma sequences are subdivided into subsequences
(also referred to as “shingles”) of L = 20 chroma vectors, using a hop size of H = 1 frame.
The length of a shingle corresponds to 20 s of audio (using a feature rate of 1 Hz). As
for the retrieval, the query (in the form of a single shingle) is compared with all database
shingles. Figure 2 illustrates such a query (left) for our Mendelssohn example and the
set of overlapping shingles (right) for a database document (a track of a CD from the
Carus collection). As the first option to compare two shingles, we reshape each shingle of
dimension 12× 20 to a vector of dimensionality K = 240 and apply a distance function

d : RK ×RK → R≥0 . (1)

Throughout this paper, we use the squared Euclidean distance

d(x1, x2) =
K

∑
k=1

(x1(k)− x2(k))
2 (2)

between two vectors x1, x2 ∈ RK as the distance function.

…
…

Query: Shingle Database Document: Set of Shingles

Figure 2. Illustration of shingle-based query and database document.

Alternatively, we reduce the dimensionality (K < 240) of the shingles before computing
the distance. In particular, following Zalkow and Müller [9], we use classical PCA [24], or
deep neural networks (DNNs) trained with the triplet loss function [36] for dimensionality
reduction. The DNN is a convolutional neural network, having a relatively small amount
of parameters (e.g., about 6000 parameters for K = 10). The last network layer performs an
`2-normalization of the embedding. For more details, we refer to [9]. The authors showed
that the shingle dimension can be reduced from 240 to 15 without substantial loss in
retrieval quality for the given application (while PCA- and DNN-based embeddings yield
similar results). The DNN-based approach is beneficial for even smaller dimensionalities
(below K = 12), where we only have a moderate loss in retrieval quality.

The retrieval task is then solved by finding the database’s shingles with the smallest
distance to the query shingle, which is a nearest neighbor search problem. Zalkow and
Müller [9] compared the runtimes for this retrieval task using an exhaustive search and a
search approach using K-d trees [12,13]. Using a small dataset of 16 h of music, they found
that K-d trees are only beneficial for smaller dimensionalities (below K = 15). This finding
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agrees with the fact that K-d trees are inappropriate for high-dimensional data [21,37]. In
our paper, building upon these findings, we want to explore the potential of a graph-based
index structure for this music retrieval problem.

2.3. Datasets

We use two databases of different sizes in our experiments (see Table 1). Our first set
Dsm, which was already used as an evaluation set in the previous study [9] (there denoted
by D2), consists of 330 audio files and comprises about 16 h of music (corresponding to
more than 50,000 shingles). These recordings contain interpretations of orchestral and piano
pieces by Beethoven, Chopin, and Vivaldi. In our cross-version retrieval evaluation, we
consider a recording relevant for a query if it represents a version of the piece underlying the
query (e.g., Mendelssohn’s Verleih und Frieden or the first movement of Beethoven’s Third
Symphony). Since the dataset Dsm contains twelve “cliques” (works or movements), having
a different number of versions each (4 to 67), a query may correspond to 4 to 67 relevant
documents in our cross-version retrieval scenario. This dataset is well annotated and
corresponds to a controlled retrieval scenario. We make the annotations and shingles of the
dataset available on our accompanying website for reproducibility.

Table 1. Statistics for the used datasets. Duration format hh:mm:ss. Annotations refer to the
availability of complete annotations for the musical pieces underlying the recordings (required to
evaluate retrieval quality). Σ refers to the total, and � refers to the average.

# Audio Files Σ Duration � Duration Annotations # Shingles

Dsm 330 16:13:37 0:02:57 3 52,332
Dlg 7115 389:58:03 0:03:17 7 1,272,386

As a second dataset Dlg, we use the entire audio catalog of recordings offered by the
Carus label. The dataset Dlg contains 7115 audio files and about 390 h of professionally
produced music (corresponding to more than 1.25 million shingles), mainly of vocal
Western classical music. In contrast to Dsm, this dataset is less well annotated and
corresponds to a rather uncontrolled scenario “in the wild,” having real practical relevance.

3. Graph-Based Nearest Neighbor Search

We now outline the nearest neighbor search problem underlying our retrieval task and
a search procedure using graph-based data structures [38]. Then, we describe the HNSW
graph, which we use later as an index in our experiments.

3.1. Graph-Based Data Structures

In our search problem, we have a database D of items x ∈ D. The items are
K-dimensional vectors, thus D ⊂ RK. Figure 3 (initial situation) illustrates a dataset,
where the items are gray points. Given a query xq ∈ RK (colored in orange in Figure 3) and
some distance measure d (see Equation (1)), the aim is to find the ν ∈ N database items that
are nearest to this query. As an example, let us now assume ν = 1. Then the aim is to find
the closest database item

x∗ = arg min
x∈D

d(x, xq). (3)

A naive solution to this problem is to compute the distances between all database
items and the query for selecting the item with the smallest distance (exhaustive search).
With graph-based nearest neighbor search, we aim to find x∗ without evaluating all these
distances, but only a subset of them. In general, we have no guarantee of finding x∗ with
a graph-based search. Because of this reason, this strategy belongs to the category of
approximate nearest neighbor search methods.
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Initial situation

<latexit sha1_base64="wfCKTfjGMQC9jqIuiXfHkVWQLQ8=">AAAD+nicjVNNa1NBFD3p86PGr1R3ugkGwUUJL0VQd20tRRdC/UhbaEp58zJJh7wv3kyk7bPgb3EhiAtd9M/0v7jwzGTSagvRCTM5c++559473CeKRGkThqe1ueDK1WvX52/Ub966feduY+Heps7HZSy7cZ7k5baItExUJrtGmURuF6WMUpHILTF6af1bH2WpVZ59MIeF3E2jYaYGKo4MTXuNBz0jD4wYVK8zZVSUNLUyY+c73mu0wnboVvMy6HjQgl8b+UKtjx76yBFjjBQSGQxxggiavx10EKKgbRcVbSWRcn6JY9QZOyZLkhHROuI55G3HWzPeraZ20TGzJNwlI5t4zL3uFAXZNqsk1vz/xX3kbMOZGQwGeO6UFbmFs9ic8YzKKsbkPtu/mJZz4F4jZxfFTK5gZyPXTcnz0HHrrsd39NvXtGp93g3VmtSzlv0Zivbl9Blv8QzZePuOmrYJRzNfygqm92mH5wwbl/6hYXMdkbXIqNTX2sMKfavMPXTvuXZhJioy1ogns1ESvfd5bTXrPmdFlTf0CKpW6LrTViA8smfG83+0VogLVhvRLn0F0w6EVzzPZme/c3HSL4PNpXbnafvF26XW8qr/CubxEI/whJP+DMt4hQ3WHeMzvuIHfgafgi/Bt+D7hDpX8zH38dcKTn4D0VbTOg==</latexit>

Step 1

<latexit sha1_base64="d516LZI8xa1sgr8IyEMhKNudFS0=">AAAD73icjVNNTxsxEJ2wUGgKTSjHXqJGlTigaBchATegCHGpRAsBJILQeuOEVfaLtYOAFb+DQ6WKQ3voT+p/6aFvHIdPKeDIzvP4zXszlldkUai06/4tjTnjE28mp96W303PvK9UZz/sq7SfB7IZpFGaHwpfyShMZFOHOpKHWS79WETyQPS+8PnBucxVmCZ7+jKTx7HfTcJOGPgaoZNqpaXlhRadYlfLrOZdn1TrbsM1o/YceBbUyY6ddLbUpha1KaWA+hSTpIQ0cEQ+KfyOyCOXMsSOqUAsBwrNuaRrKiO3D5YEw0e0h7WL3ZGNJtizpjLZAVwizByZNfqMuWUUBdjsKoEV/v9hXplYd6SDpg6tGOUQ3MxE2DMYUVmBnNS6vcRkzoW5jRRdZCO5Ap31TDc51kvDLZsev+Ocb5PV2thrqNWgx5HTEYp8c+qOt3CHOJ/vUSE24Cj4xahguB92eM/gvPiBBntdgbWArNjW2qJ1nG3Au2vuc/PJmyjA2AQevI0caNf6cjVb1rOAylecCKgW1DQrVyAs4jXB+hqtdeAM1fqIS1vBsANhFe/d+O17T1/6c7C/2PCWGqvfFutrG/YrmKKP9Inm8dKXaY22aQd1c+c/6Bf9ds6cG+enczugjpVszhw9Gs6f/9tzze8=</latexit>

Step 2

<latexit sha1_base64="bKgYGehpkHa5j5m2JxA8Kq0PA90=">AAAD73icjVNNTxsxEJ2wUCBACfTIJSJC4oCiTVSp5caXEBckCgSQCELrjZOusl+sHQSs+B09VKo4wIGfxH/h0DeOAy1IaR3ZeR6/eW/G8oo0DJR23afCiDM69mF8YrI4NT3zcbY0N3+kkl7my4afhEl2IjwlwyCWDR3oUJ6kmfQiEcpj0d3k8+NLmakgiQ/1dSrPIq8TB+3A9zRC56XZppZXWrTzAy3Tcv32vFRxq64Z5fegZkGF7NhL5gotalKLEvKpRxFJikkDh+SRwu+UauRSitgZ5YhlQIE5l3RLReT2wJJgeIh2sXawO7XRGHvWVCbbh0uImSGzTEuY20ZRgM2uEljh/xnzxsQ6Qx00temrUQ7ATU2EPf0hleXISazbv5jMuTK3kaCLdChXoLOu6SbDem24RdPjPs75Nlmthb2GWhl6HPk+RJFvTr3wVl4Q5/M9KsT6HAW/CBUM9oMOXxmcF/2hwV43YK0gK7K1NmkdZxvw7pj73HrzJnIwtoD7byMDOrC+XM229cyhsosTAdWcGmblCoRFvMZY/0drHThFtR7i0lYw6EBYxVc3fvu1ty/9PTiqV2ufq6vf6pW1DfsVTNACLdIyXvoXWqMd2kPd3PlPuqcH58L54fxy7vrUkYLN+UR/DefxN97vzfA=</latexit>

Step 3

<latexit sha1_base64="WvTH/oXZ4iPzyd36F19QdgIh//s=">AAAD73icjVNNTxsxEJ2wpUBaSoAjl4ioEgcUbWgl4MaXEBckCg0gEYTWGyessl+sHQSs+B0cKlUc4MBP4r9w6BvHgRakUEd2nsdv3puxvCINA6Vd97Ew5HwY/jgyOlb89Hn8y0RpcmpfJd3Ml3U/CZPsUHhKhkEs6zrQoTxMM+lFIpQHorPO5wfnMlNBEv/Ul6k8jrx2HLQC39MInZQmGlpeaNHK97RMy9+uT0oVt+qaUX4LahZUyI6dZLLQpAY1KSGfuhSRpJg0cEgeKfyOqEYupYgdU45YBhSYc0nXVERuFywJhodoB2sbuyMbjbFnTWWyfbiEmBkyy/QVc9MoCrDZVQIr/D9hXplYe6CDphYtGeUA3NRE2NMfUFmOnMS6vcdkzoW5jQRdpAO5Ap11TDcZ1kvDLZoed3HOt8lqTew11MrQ48jpAEW+OfXMm39GnM/3qBDrcRT8IlTQ3/c7fGFwXvSXBntdgTWPrMjW2qBVnK3Bu23uc+PVm8jB2ADuvY0MaM/6cjWb1jOHyjZOBFRzqpuVKxAW8Rpj/R+tVeAU1XqIS1tBvwNhFV/c+O3XXr/0t2B/oVr7Xl3+sVBZWbNfwSjN0CzN4aUv0gpt0Q7q5s5/0R3dO2fOjfPbue1Rhwo2Z5r+Gc7DH+JrzfE=</latexit>

Step 4

<latexit sha1_base64="8LBPcP8C3qmmQbaxqieX+NzBMpA=">AAAD73icjVPLThsxFL1hWh6hhUCXbKJGSF2gaIIiATteQt0gQWkAiSA0njhhlHkxdhAw4ju6QEJdwIJP4l9YcK7jQAtSWkd2jq/PPedeyyPSMFDadR8LI86Hj6Nj4xPFyU+fp6ZLM7P7Kullvmz4SZhkh8JTMgxi2dCBDuVhmkkvEqE8EN0NPj84l5kKkvinvkzlceR14qAd+J5G6KQ03dTyQot2vqdlWq5fn5QqbtU1o/we1CyokB07yUyhRU1qUUI+9SgiSTFp4JA8UvgdUY1cShE7phyxDCgw55KuqYjcHlgSDA/RLtYOdkc2GmPPmspk+3AJMTNklmkec8soCrDZVQIr/D9hXplYZ6iDpjYtG+UA3NRE2NMfUlmOnMS6/YvJnAtzGwm6SIdyBTrrmm4yrJeGWzQ9/sA53yartbDXUCtDjyOnQxT55tQLb+EFcT7fo0Ksz1Hwi1DBYD/o8JXBedEfGux1BdYCsiJba5PWcLYO7465z803byIHYxO4/zYyoD3ry9VsWc8cKts4EVDNqWFWrkBYxGuM9X+01oBTVOshLm0Fgw6EVXx147dfe/vS34P9xWqtXl3ZXaysrtuvYJzm6Ct9w0tfolX6Tjuomzu/oTu6d86cX86t87tPHSnYnC/013AengHl583y</latexit>

x
∗

<latexit sha1_base64="s/4aHLsqKcX6vx6ucGWgtSC/d8M=">AAAD6HicjVPLSgMxFL11fNZXq0s3xSqISJmKoO58IW4EX1XRqkymsY6dF5OpqEP/wYUgLnThX/kvLjxJU59QTUl6cnPuOfeGDAtdR8Sm+ZrqMDq7unt6+9L9A4NDw5nsyL4I6pHNS3bgBtEhswR3HZ+XYid2+WEYcctjLj9gtVV5fnDFI+EE/l58E/ITz6r6zrljWzFCRxNl5iXXjdPpibNM3iyYauR+g6IGedJjK8imKlSmCgVkU5084uRTDOySRQK/YyqSSSFiJ5QgFgE56pxTg9LIrYPFwbAQrWGtYnesoz72UlOobBsuLmaEzBxNYq4rRQa2dOXAAv9vmLcqVm3rENM5LShlB9xQRaSn3aayBDmBdvuLKTnX6jYCdBG25TJ0VlPdRFhvFDetetzBubxNqVbBPoZaDnoyctFGUd6c+ODNfCCZL+9RINbkCPh5qKC1b3X4yZB53hcN6XUL1gyyPF1rmZZxtgLvqrrPtR9vIgFjDbj5NiKgXe0rq1nXnglUNnHCoJpQSa2yAqaRXH2s/9FaBg5RrYU41xW0OmBa8dOtgbdf/PnSf4P92UJxrrC4PZtfWtFfQS+N0ThN4aXP0xJt0BbqtlHBPT3Rs3Fp3BkPxmOT2pHSOaP0bRgv7/obyyk=</latexit>
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Figure 3. Illustration of graph-based approximate nearest neighbor search.

In our graph-based approach, the database is organized as an undirected graph
structure, where the database items are nodes. Nearby nodes are connected by edges,
which are represented by connecting lines in Figure 3. In essence, the search in the database
consists in traversing along the edges of the graph. In the first step of the search procedure,
we select an entry point xe ∈ D of the database (colored in dark blue in Figure 3, first step),
e.g., by random choice. This entry point is our first active search node in the procedure.
We then compute the distance of the query to this node. Next, we compute the distance
between the query and all items that are connected to the active search node (colored in
light blue in Figure 3). If any of these distances are smaller than the distance between the
query and the active search node, we continue with the next step, where the node with the
shortest distance is the next active search node in the procedure. Otherwise, we terminate,
and our active search node is the final candidate for the nearest neighbor to the query. In
Figure 3, we perform four steps until the algorithm terminates. In our example, the final
candidate corresponds to the exact solution x∗.

3.2. HNSW Graphs

To date, we have described a search procedure using a data structure with a single
graph. Building upon such a structure, Malkov and Yashunin [25] introduced an improved
data structure with multiple levels, called Hierarchical Navigable Small World (HNSW)
graph, for approximate nearest neighbor search. Compared to search procedures for
single-layer structures (as described in the previous section), the multi-layer search procedure
has various benefits, such as improved search quality, higher efficiency (with a runtime
that increases logarithmically with the dataset size), and greater stability with respect to
the dimensionality K.

Figure 4 illustrates an HNSW graph with three layers. The bottom level (first layer)
is a graph containing the full database, similar to the graph structure described in the
previous section. In the figure, this layer contains 16 database items. The middle level
(second layer) contains a subset of these items (eight items). The top level (third layer)
contains a subset of the second layer’s items (four items). For illustration purposes, the
dashed red lines in the figure indicate the items that are available at all layers. Items that
are available only at the first two layers are indicated with dashed gray lines.

We now want to outline the search procedure for HNSW graphs. Given a query point
xq, searching in an HNSW graph starts at the top layer with a suitably selected entry point
xe (e.g., random selection, see [25] for details). A search procedure is then applied, similar
to the approach described in the previous Section 3.1, to find a candidate for the nearest
neighbor to xq in the top layer. Then, the search continues at the next layer, where the
entry point is the item corresponding to the nearest neighbor candidate from the upper
layer. This way, the search continues until we arrive at the bottom layer, where all database
items are available. The aim is to find the ν nearest neighbors in this layer as the search
procedure’s result. To stabilize the approximate search results, we may first search for more
than ν approximate nearest neighbors (using a graph-based search procedure as before).
We denote the number of “intermediate” candidates by ν′ ∈ N, where ν ≤ ν′ ≤ |D|.
Among the candidates, we then select the ν nearest neighbors (by exhaustive search) as the



Signals 2021, 2 342

final result. The number ν′ is a free parameter that can be increased to improve the search
results (at the cost of an increased runtime).
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Figure 4. Illustration of HNSW graph.

Malkov and Yashunin [25] also proposed an algorithm for constructing HNSW graphs,
which we summarize briefly. During the construction process, the database items are
consecutively inserted into the graph. For each new item x ∈ D, we randomly decide
on its upper-most layer `(x) ∈ N according to an exponentially decaying probability
distribution. If the random process selects a higher layer `(x) than the highest existing
layer in the graph, the number of layers in the graph increases dynamically. The item
x is then inserted in all layers [1 : `(x)] := {1, . . . , `(x)}. Next, we want to connect the
new node x to M database items in each layer [1 : `(x)] by edges. The parameter M ∈ N
controls the minimum number of edges for each node of the data structure. We apply a
top-down search procedure, similar to the approach described above, to search for suitable
items in each layer [1 : `(x)]. To stabilize the search results, we may first search for more
than M candidates for inserting edges (using a graph-based search procedure as before).
Similar to the number ν′ of intermediate neighbor candidates in the search procedure, we
denote the number of intermediate candidates for inserting edges by M′ ∈ N. We select
M database items among the M′ candidates for inserting edges. In their paper [25], the
authors propose two options for this selection. As a first option, they select the nearest
neighbors to x by exhaustive search. As a second option, the authors propose a heuristic
to create connections to x from diverse directions, which is beneficial for highly clustered
data (see the original paper [25] for more details). In our experiments, we use the second
option. If any of the nodes turn out to have more edges than a predefined maximum (set
to 2M for the bottom layer and M for all other layers), the nodes’ surplus edges with the
highest distance are removed.
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In summary, we have various important parameters for the construction and search
procedure of an HNSW graph. Beyond the distance function d, these parameters are ν
(number of neighbors to search for), ν′ (number of neighbor candidates during search),
M (minimum number of edges for each node), and M′ (number of edge candidates
during construction). The authors recommend a range of M ∈ [5 : 48], where higher
M values imply better search results and higher memory consumption. Furthermore, they
recommend increasing M for higher dimensionalities K. In our experiments described
in the next section, we fix the squared Euclidean distance (see Equation (2)) as distance
function d as well as the default parameter settings of ν′ = M′ = 100 and M = 5. As we
will see later, a fine-tuning of these parameters is not necessary for obtaining good results
in our application.

4. Experiments

We now use the HNSW graph as an index structure in our music retrieval application.
Here, a node of the graph corresponds to a database shingle with or without dimensionality
reduction.

4.1. Experimental Setup

In the following, we analyze the possible decrease in retrieval quality and the improvements
of the retrieval runtime introduced by the HNSW graph. To this end, we consider
quantitative performance measures, which we list in Table 2. To evaluate the retrieval
quality, we use standard precision-based measures (more details in Section 4.2). To analyze
the impact of the index structures on the retrieval speed, we consider several steps that are
involved in our retrieval scenario. Some steps need to be computed offline when processing
the database documents, and other steps need to be computed online when processing a
query. In the offline phase, we need to compute features for all audio files of the database,
construct an index and save the index file to disk. These steps can be carried out at any
time and on any system (offline). When applying our index, we first need to load the index
into the computer’s main memory (RAM). This loading step can be considered as being
in-between the online and offline stages. The index loading needs to be performed on the
actual system where the retrieval service is provided. When the index structure can be
kept in the main memory, it does not have to be reloaded for each query. Therefore, we
still consider it as part of the offline stage. In the actual online phase, we need to compute
the query features and perform the nearest neighbor search procedure using our index
structure. In the following sections, we analyze these steps in the order given in Table 2.

Table 2. Considered performance measures.

Step Performance Measure Stage Section

Overall pipeline Quality (P@1, P@3, PR) Offline & online Section 4.2
Feature computation Time (ms) Offline & online Section 4.3

Constructing the index Time (s) Offline Section 4.4
Saving the index Disk space (MB) Offline Section 4.4

Loading the index Time (ms) Offline Section 4.4
Retrieval Time (ms) Online Section 4.5

If not mentioned otherwise, we always report on average time measurements (µ± σ)
for 100 iterations of the experiment. Note that runtime evaluation is a delicate topic on
its own [39]. For example, one may argue that it is more meaningful to report minimum
instead of average runtime measurements because other processes running in parallel
affect the mean more than the minimum. In our case, this is not a major issue because the
standard deviation σ is always relatively low. We want to highlight that we take a practical
perspective by measuring runtimes using distinct implementations of the respective index
structures, implemented in different programming languages. The absolute runtimes
obtained may vary when using different implementations or hardware systems. Our



Signals 2021, 2 344

study gives practical insights into the runtimes obtained by specific implementations on
specific platforms for our specific application. In general, we are interested in the orders of
magnitude, the relative differences between the time measurements, and the relationships
between index size and runtime.

We compare three different search approaches: an exhaustive search approach (full
search, exact search solution), an indexing strategy using K-d trees (KD, exact search
solution), and the graph-based index structure (HNSW, approximative search solution). We
perform our experiments using Python 3.6.5 on a computer with an Intel Xeon CPU E5-2620
v4 (2.10 GHz) and 31 GiB RAM. We use the efficient pairwise-distance calculation of
scipy 1.0.1 [40] for the full search, which is calling a highly optimized implementation
in C. For the K-d trees (using a default leaf size of 30), we use the implementation
of scikit-learn 0.20.1 [41], which is written in Cython. For the HNSW graph, we use
the efficient hnswlib implementation in C++ by the authors of the original paper [25]
(https://github.com/nmslib/hnswlib, accessed on 12 May 2021), using the Python wrapper
version 0.4.0. We use librosa 0.7.1 [42] for the audio processing pipelines and TensorFlow
1.7.0 [43] for the deep neural network implementation.

4.2. Retrieval Quality

In contrast to the K-d tree approach, the HNSW graph only provides an approximate
search solution. To understand the impact of this approximation within our retrieval
scenario, we measure our retrieval system’s quality using the dataset Dsm, closely following [9].

We consider a document-level rather than a shingle-level retrieval. Here, the distance
between a query shingle and a document is given by the minimizing distance between the
query and all document shingles. We construct a single index structure for the entire dataset
Dsm (using either a K-d tree or an HNSW graph) and search for the 10,000 nearest items in
the database to a given query. Using the distances of the returned items, we create a ranked
list of documents, ordered by ascending distances. Note that we were not able to rank
all database documents as some documents may not have a corresponding item among
the items returned (this did not affect the evaluation measures in our experiments). For
evaluating the ranked list, we consider three standard retrieval evaluation measures [44].
First, we use precision at one (P@1), which is 1 if the top-ranked document is relevant (i.e.,
being a version of the same musical work as that of the query), and 0 otherwise. Note that,
for exact nearest neighbor searches, the top match is always identical to the query because,
in our experiments, the query is part of the database (which leads to a P@1-value of 1). We
still use this measure to check whether the approximate search approach is able to find the
“trivial” match. Second, we use precision at three (P@3), which is the proportion of relevant
documents among the top 3 documents of the ranked list. Third, we use R-precision (PR),
which is the proportion of relevant documents among the first R ranks, where R ∈ N
denotes the number of relevant documents for the given query (which may differ for each
query, between 4 and 67).

We generate 3300 query shingles from Dsm by an equidistant sampling of ten queries
from each recording of Dsm, resulting in 3300 queries. Each evaluation measure is finally
averaged over the 3300 query shingles used. Table 3 shows the resulting evaluation
measures. A row in this table specifies the dimensionality reduction approach (no reduction,
PCA-, or DNN-based embedding), the dimensionality K, and the search strategy (Full
Search, or HNSW). The retrieval results for the exhaustive search (Full Search) and the K-d
tree strategy (KD) are identical because both approaches are exact nearest neighbor searches
(with different properties in terms of runtime, as decribed in Section 4.5). For example,
without dimensionality reduction, we obtain a P@1-value of 1.0, a P@3-value of 0.9965,
and a PR-value of 0.9434. This result shows that the shingle-based retrieval approach is
able to identify most of the versions correctly, but there are a few false positives. Reducing
the shingle dimensions (which is important for some indexing approaches, such as K-d
trees) leads to further degradations of the retrieval quality, as already shown in previous
work [9]. For example, reducing the dimensionality from 240 to 30 with the PCA-based

https://github.com/nmslib/hnswlib
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embedding, we obtain a P@3-value of 0.9910. For smaller dimensionalities, the DNN is
beneficial over PCA for embedding the shingles, e.g., resulting in PR-values of 0.7350
(PCA) and 0.8333 (DNN) for K = 6. Using the HNSW graph as an index structure, we
obtain more or less the same evaluation metrics for all settings. This finding demonstrates
that the approximate search approach of the HNSW graph has almost no negative impact
on the retrieval results within our application scenario. When we analyze the runtime
improvements in the following sections, we can bear in mind that they come without
substantial loss in retrieval quality.

Table 3. Retrieval quality for various reduction approaches and search strategies using the dataset
Dsm. Note that the evaluation measures for the KD search approach are identical to the full
search approach.

Reduction K Search P@1 P@3 PR

— 240 Full Search 1.0000 0.9965 0.9434
HNSW 1.0000 0.9965 0.9434

PCA

30 Full Search 1.0000 0.9910 0.9130
HNSW 1.0000 0.9910 0.9130

12 Full Search 1.0000 0.9679 0.8294
HNSW 1.0000 0.9678 0.8294

6 Full Search 1.0000 0.8937 0.7350
HNSW 1.0000 0.8937 0.7350

DNN

30 Full Search 1.0000 0.9868 0.9344
HNSW 1.0000 0.9869 0.9345

12 Full Search 1.0000 0.9757 0.8989
HNSW 1.0000 0.9756 0.8989

6 Full Search 1.0000 0.9236 0.8333
HNSW 1.0000 0.9237 0.8333

4.3. Feature Computation

In this section, we report on the runtimes for the various steps involved in the feature
computation. This computation procedure has to be performed in the offline stage (for
the whole database) and online stage (for the query). In contrast to the document-based
analysis of the retrieval quality (evaluating a ranked list of documents), we now use an
item-based evaluation (runtime to process a database item). To compute our measurements,
we first load 20 s of an audio file (using librosa.load). In general, our audio files are
longer, but for our runtime experiments, we only use a 20-second segment, corresponding
to the length of a shingle. Then, we compute the spectral features [33] (with librosa.iirt).
Next, we compute the CENS features [34] (using librosa.feature.chroma_cens). This
step concludes the feature computation if no dimensionality reduction is applied. An
additional step is performed in the embedding-based retrieval approaches (PCA-based
embedding using sklearn.decomposition.PCA or DNN-based embedding as described
in [9]).

Table 4 shows the time measurements. The loading of the audio segment only takes
44.8 ms. The next step is the spectral feature computation, which needs more than a second
(1171.5 ms). The time required for the CENS computation is not significant (0.9 ms). In the
table, we list the times to embed the shingle for some selected dimensionalities. In general,
the PCA-based embedding is faster than 0.1 ms, and the DNN-based embedding does not
take more than 2 ms.
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Table 4. Time measurements (in ms) for various steps involved in the feature computation of 20 s
of audio.

Step Time (ms)

Audio Loading 44.8 ± 1.4
Spectral Feature Computation 1171.5 ± 34.3
CENS Feature Computation 0.9 ± 0.5

Embedding PCA (K = 30) 0.05 ± 0.0
Embedding PCA (K = 12) 0.05 ± 0.0
Embedding PCA (K = 6) 0.05 ± 0.0

Embedding DNN (K = 30) 1.6 ± 0.1
Embedding DNN (K = 12) 1.5 ± 0.1
Embedding DNN (K = 6) 1.4 ± 0.1

The numbers of the table show that the major bottleneck of the feature computation is
the spectral transform. Compared to this, the times of the other steps are not significant.
The runtime for the query feature transform is not our focus in this paper. Obviously, it only
scales linearly with the query length, which is usually short (i.e., no scalability issue). The
runtime for computing the database documents’ features is also not critical because it can
be computed offline. A possible future research direction could be to compute embeddings
from spectral representations that are less expensive to compute, e.g., using the short-time
Fourier transform (STFT) with the FFT. Having the same window and hop length settings
as the spectral transform used, computing the magnitude STFT for the 20-s audio snippet
only takes 19.2 ms on average. However, using the STFT-based features may go along with
a decrease of feature quality, which may affect the retrieval results.

4.4. Constructing, Saving, and Loading the Index

We now address various performance measures for the offline stage, i.e., for constructing,
saving, and loading the index structures. For these steps, we restrict our analysis to one
embedding technique (PCA) because the specific embedding strategy used has only a minor
influence on these measures. The first step is to construct the index structure (either a K-d
tree or an HNSW graph). We report on the times required to construct the index, given
that the data to be indexed is already in the computer’s main memory (i.e., pre-computed
shingle embeddings, without having any distances pre-computed). When this data needs
to be read from disk, it will cause some additional overhead. For example, loading all
pre-computed shingle embeddings (K = 12) of Dsm takes 0.9 ms on average. Loading the
full shingles (K = 240) of Dlg requires one second on average.

Columns 4 and 5 of Table 5 show the time needed to construct the index structures
for various dimensionalities. We include time measurements for the smaller dataset Dsm
and the larger dataset Dlg. The first row in the table refers to the K-d tree index for shingles
without dimensionality reduction (K = 240). This setting leads to construction times of
0.54 s for Dsm and 43.03 s for Dlg. For lower dimensions, this time decreases. For example,
constructing the K-d tree index for Dlg takes 3.89 s, 1.66 s, and 0.99 s for the dimensionalities
of 30, 12, and 6, respectively. Constructing an HNSW graph for K = 240 requires 0.65 s
for the smaller dataset Dsm and 26.66 s for the larger dataset Dlg. For this large dataset
and a high dimensionality of K = 240, constructing an HNSW graph is faster (26.66 s)
than constructing a K-d tree (43.03 s) in the implementations used. However, this is not
the case for lower dimensions. For example, constructing the index structures for the
larger dataset Dlg using K = 30 requires 3.89 s for the KD and 16.38 s for the HNSW
approach. In general, the construction time grows approximately in a linear fashion with
the dimensionality K for lower dimensions. Only for large dimensionalities, the time for
constructing a K-d tree explodes, which agrees with the fact that K-d trees are not suited
for high-dimensional data [21,37]. In contrast, the HNSW approach behaves stable for all
considered dimensionalities. In all our settings, constructing an index takes less than a
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minute. We do not consider this duration critical in our application because the step is
performed offline.

The next step is to save the index structure to the hard disk, where it requires disk
space. In the case of the K-d tree, we use scikit-learn’s [41] recommended default persistence
format based on the Python package joblib without compression. In the case of the HNSW
graph, we use the default storage format of hnswlib, which is a custom binary format (also
without compression). Columns 6 and 7 of Table 5 show the required disk space used
for storing the index structures. Without dimensionality reduction (K = 240), storing the
K-d tree requires 209.7 MB and 5161.2 MB of disk space for Dsm and Dlg, respectively. The
HNSW graph takes 53.9 MB and 1310.9 MB for the same data. In general, the required disk
space scales roughly linearly with the dataset size as well as with the dimensionality in both
indexing approaches. Furthermore, the graph-based index is generally more space-efficient
than the tree-based structure in the given formats.

Table 5. Performance measures for constructing, saving, and loading the index structure.

Search Reduction K Construction Time (s) Save Size (MB) Load Time (ms)
Dsm Dlg Dsm Dlg Dsm Dlg

KD — 240 0.54 ± 0.0 43.03 ± 0.1 209.7 5161.2 131.5 ± 0.4 3209.1 ± 25.4
KD PCA 30 0.06 ± 0.0 3.89 ± 0.2 27.0 664.8 17.5 ± 0.3 405.1 ± 8.8
KD PCA 12 0.03 ± 0.0 1.66 ± 0.1 11.3 279.4 3.5 ± 0.1 167.0 ± 6.9
KD PCA 6 0.02 ± 0.0 0.99 ± 0.1 6.1 150.9 2.1 ± 0.3 86.3 ± 2.2

HNSW — 240 0.65 ± 0.0 26.66 ± 0.0 53.9 1310.9 108.1 ± 0.4 2680.0 ± 42.8
HNSW PCA 30 0.51 ± 0.0 16.38 ± 0.0 9.9 241.8 85.1 ± 2.1 2095.3 ± 6.6
HNSW PCA 12 0.43 ± 0.0 11.58 ± 0.0 6.2 150.2 82.9 ± 0.4 2071.5 ± 43.8
HNSW PCA 6 0.42 ± 0.0 10.20 ± 0.0 4.9 119.6 82.6 ± 0.6 2049.1 ± 22.8

To apply a pre-computed index for retrieval, we need to load it into the computer’s
main memory. We perform this step of loading the index with the functions required
for the respective file formats used in the previous step (using functions from joblib and
hnswlib, respectively). Columns 8 and 9 of Table 5 show the required time to load the
index files. Loading a K-d tree without dimensionality reduction requires 131.5 ms for Dsm
and 3209.1 ms for Dlg. Using the same data, loading an HNSW graph takes 108.1 ms and
2680.0 ms, respectively. For smaller dimensions, loading a K-d tree is faster than loading an
HNSW graph (e.g., K = 12 and Dlg: 167.0 ms for KD and 2071.5 ms for HNSW). The time
to load an index scales linearly with the dimensionality in both KD and HNSW approaches
(with a much flatter slope for HNSW).

With our system (see Section 4.1 for specifications), we did not have any issues with
loading the index structures into the main memory (31 GiB RAM) in all settings. On other
systems with less memory (8 GiB RAM), we could not fully load the index structures into
the main memory for K = 240. In this case, dimensionality reduction becomes crucial for
practical reasons.

4.5. Retrieval Time

In this section, we report on our runtime experiments for searching the nearest
neighbors in our datasets. Regarding efficiency, these experiments refer to the most critical
part of the retrieval pipeline because this step is part of the online stage (where the runtime
affects the user experience). An efficient search is of major importance for scalability
because, in general, the search runtime scales with the dataset size. The aim of our index
structures is to improve the efficiency of this step.

We can also consider the complexity of the search approaches from a theoretical
perspective (which is not the focus of this paper, being a practice report). The runtime of
the full search increases linearly with the dataset size. In other words, its search complexity
is in the order of O(|D|). The expected search complexity for K-d trees is in the order
of O(log |D|) [13]. However, it is well known [45] that the actual performance may be
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equivalent or worse than an exhaustive search, depending on the data distribution (which
influences the tree structure). Especially for high-dimensional data, the search performance
degenerates. According to [25], the overall complexity scaling of the search for the HNSW
graph is O(log |D|), which does not degenerate for high-dimensional data.

For the experiments of this section, we search for the ν nearest items in our dataset
(either Dsm or Dlg) to a given query, where we consider ν ∈ {1, 10, 100, 1000}. We again use
3300 queries (as in Section 4.2) and perform several repetitions of this experiment. Then,
we normalize the measured runtimes with respect to the number of queries and repetitions,
such that the reported measures refer to the time needed for a single query. Table 6
shows the results of our experiments. Let us first consider the PCA-based dimensionality
reduction using K = 30 for the smaller dataset Dsm. The exhaustive search requires
4.803 ms. The indexing approaches are much faster, taking 0.009 ms using a K-d tree and
0.007 ms using an HNSW graph. In this setting, there is no large difference between the
indexing approaches. When we search for more neighbors (increasing ν), the KD approach
slows down substantially (0.621 ms, 1.001 ms, and 2.025 ms for ν values of 10, 100, and
1000, respectively). The runtime does not increase to the same extent for the HNSW
approach (0.007 ms, 0.007 ms, and 0.056 ms). Searching in the larger dataset Dlg shows
the potential of the HNSW index even more clearly. For example, using the PCA-based
embedding (K = 30), for ν = 100, the K-d tree requires 66.499 ms and the HNSW graph
needs only 0.019 ms. While the increased dataset size only has a minor effect on the runtime
for the HNSW approach, it dramatically increases the KD strategy’s runtime. For lower
dimensionalities, the runtime differences between the K-d tree and the HNSW graph are
less extreme. For example, the KD approach requires 0.201 ms for K = 6 (Dlg, ν = 100).
Still, the HNSW graph is much faster (0.011 ms). Without dimensionality reduction, the
KD approach breaks down (more than 700 ms for Dlg), which is a known fact [21,37].
However, the HNSW graph still facilitates fast retrieval (e.g., 0.021 ms for ν = 100). This
substantial decrease in retrieval time shows the power of the graph-based search approach.
In general, the tendencies discussed for the PCA reduction are similar when using the
DNN-based embedding.

Table 6. Search runtimes (in ms) using a single query for various dimensions K and search strategies.

Reduction K Search Dsm Dlg
ν = 1 ν = 10 ν = 100 ν = 1000 ν = 1 ν = 10 ν = 100 ν = 1000

— 240
Full Search 13.912 13.912 13.824 13.875 — — — —

KD 0.072 23.136 24.463 25.269 771.623 775.116 770.461 772.946
HNSW 0.008 0.008 0.009 0.072 0.020 0.020 0.021 0.205

PCA 30
Full Search 4.803 4.757 4.768 4.812 — — — —

KD 0.009 0.621 1.001 2.025 36.825 48.145 66.499 88.849
HNSW 0.007 0.007 0.007 0.056 0.010 0.009 0.019 0.123

PCA 12
Full Search 4.354 4.418 4.322 4.360 — — — —

KD 0.004 0.087 0.233 0.713 0.907 1.698 4.414 10.280
HNSW 0.007 0.007 0.007 0.056 0.009 0.009 0.009 0.067

PCA 6
Full Search 4.123 4.115 4.124 4.159 — — — —

KD 0.003 0.019 0.074 0.346 0.031 0.065 0.201 0.852
HNSW 0.007 0.007 0.006 0.048 0.007 0.007 0.011 0.072

DNN 30
Full Search 4.899 4.897 4.883 4.930 — — — —

KD 0.009 0.459 1.019 2.498 30.021 46.611 75.748 117.543
HNSW 0.007 0.007 0.007 0.057 0.011 0.011 0.011 0.077

DNN 12
Full Search 4.439 4.434 4.433 4.480 — — — —

KD 0.004 0.064 0.177 0.709 0.377 0.829 2.498 7.240
HNSW 0.008 0.008 0.009 0.068 0.006 0.007 0.007 0.056

DNN 6
Full Search 4.165 4.162 4.171 4.220 — — — —

KD 0.002 0.014 0.062 0.310 0.019 0.039 0.141 0.663
HNSW 0.006 0.007 0.007 0.054 0.007 0.007 0.007 0.057
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Note that the exhaustive search involves computing all pairwise distances between
the query and the database items. As a consequence, the parameter ν does not influence the
search time. Furthermore, we did not perform the full search for Dlg because of excessive
memory requirements.

Figure 5 shows the search runtimes for various dimensionalities K. We observe that
the runtime increases more than linearly with dimensionality K for the K-d tree. In contrast,
the runtime for the HNSW graph increases only slightly with increasing dimensionality K.
Note the different scales of the vertical axes, which again underline the substantial search
time improvements caused by the HNSW graph. We see that the HNSW approach requires
nearly the same time for searching 1, 10, or 100 database items (resulting in overlapping
curves). The reason for this is the parameter setting ν′ = 100 (number of intermediate
neighbor candidates, described in Section 3.2), which leads us to search internally for
100 neighbors anyway.
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Figure 5. Search runtimes (in ms) for the DNN- and PCA-based embedding approaches. Note the
different scale of the vertical axes. The solid lines show the mean and the light areas show ± the
standard deviation around the mean for the repetitions of our experiment. Search using (a) the KD
strategy and Dsm, (b) the HNSW strategy and Dsm, (c) the KD strategy and Dlg, and (d) the HNSW
strategy and Dlg.

To summarize, we can conclude that the dimensionality reduction approach (PCA or
DNN) has only a minor influence on the runtime, which is expected. The dimensionality K
of the index items has a substantial impact on the runtime. Still, the indexing approach
(KD or HNSW) has the most important effect on the runtime. Our experiments show that,
compared to K-d trees, the HNSW index is much faster and more stable concerning the
dimensionality and the number of items to be indexed. This increase in retrieval efficiency
comes without substantial loss in retrieval quality (as shown in Section 4.2), which makes
the HNSW graph a powerful tool for music retrieval.
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5. Conclusions

In our study, we compared various search techniques for a cross-version music
retrieval task, where we aim to find the closest shingles in a database to a given query
shingle. In particular, using datasets of different sizes, we applied indexing approaches
with exact (exhaustive search, K-d tree) and approximate (HNSW graph) solutions. Our
results showed that the approximate solution of the graph-based index has almost no
negative impact on the retrieval quality in our music scenario. As our main finding, we
obtained dramatic speed-ups by several orders of magnitude for the search operations
involved in our retrieval system. We verified that HNSW graphs are robust with respect to
the dimensionality of the items to be indexed, unlike K-d trees. As another contribution,
we explored the impact of the HNSW index on several further steps in our pipeline, such
as constructing, saving, and loading the index structure.

We based our work on a previous study [9] that used shingles with highly specialized
features for a cross-version music retrieval task. The authors aimed to reduce the shingle
dimensionality with different embedding strategies to make the retrieval application more
efficient. They found that it is possible to substantially reduce the shingle dimensionality
with only a moderate loss in retrieval quality, where a DNN-based embedding is beneficial
over a PCA-based reduction for small dimensionalities below K = 12. This reduction in
dimensionality was essential for using K-d trees. Our experiments with HNSW graphs
demonstrated that the shingle dimensionality is not as relevant to efficiency as good
indexing approaches since the runtimes obtained with the HNSW approach are generally
lower than those obtained with other search approaches, even with a strong dimensionality
reduction. Still, dimensionality reduction may be important, e.g., to reduce disk space
and memory requirements. Given our results, the remaining bottleneck of the retrieval
pipeline is the feature computation for the query. In future research, one may employ
feature representations that are less expensive to compute, e.g., using the STFT. Here,
the embedding techniques may be useful to adapt and further enhance these “raw”
representations for the retrieval task.

As for future work, one may also explore alternative approaches to accelerate the
nearest neighbor search in our cross-version retrieval scenario. One possibility is to apply
an appropriate prototype selection method [46,47], where the dataset is reduced by selecting
representative prototypes. Another option is the use of pivot-based methods [48,49], where
pre-computed distances between the database items to some selected items (the pivots) are
exploited for excluding some database items during the search.

As basis for further research in this direction, we make our work reproducible by using
open source implementations in all steps and by providing example code that shows how
to apply these implementations, along with feature representations for an example dataset.
Given our strong improvements in retrieval runtime without quality loss, we consider the
HNSW graph a powerful tool that deserves more attention in the MIR community.
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