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Abstract: Modern object recognition algorithms have very high precision. At the same time,
they require high computational power. Thus, widely used low-power IoT devices, which gather a
substantial amount of data, cannot directly apply the corresponding machine learning algorithms
to process it due to the lack of local computational resources. A method for fast detection and
classification of moving objects for low-power single-board computers is shown in this paper.
The developed algorithm uses geometric parameters of an object as well as scene-related parameters
as features for classification. The extraction and classification of these features is a relatively simple
process which can be executed by low-power IoT devices. The algorithm aims to recognize the most
common objects in the street environment, e.g., pedestrians, cyclists, and cars. The algorithm can be
applied in the dark environment by processing images from a near-infrared camera. The method
has been tested on both synthetic virtual scenes and real-world data. The research showed that
a low-performance computing system, such as a Raspberry Pi 3, is able to classify objects with
acceptable frame rate and accuracy.

Keywords: detection; object recognition; background subtraction; smart-city; pinhole camera model;
single-board computer; machine learning

1. Introduction

A smart city concept is directly related to gathering data by sensors of the Internet of Things
(IoT). Some of these sensors are camera-based and used in services of a smart city, such as surveillance
or traffic monitoring. The cameras produce a lot of data which is processed centrally by powerful
computers that are equipped with GPUs [1]. The services using camera as a sensor might need to
process data decentralized, locally on IoT devices, which is primarily caused by the implementation
of the Internet connection. Transmitting video data from numerous IoT devices through the wireless
Internet or mesh network might be an inappropriate way due to delays and link reliability. These factors
influence the workability of the services which need to react to events in real world immediately.
At the same time, single-board computers are getting cheaper and more powerful. They provide a
possibility to process video data autonomously. However, this is a challenging task due to their limited
processing capabilities.
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Conventional street lights are constantly switched on during the dark time of the day.
Pedestrian and vehicle traffic is very limited in suburban and rural areas during this time. Therefore,
the reduction of energy consumption for lighting is desirable; consequently that leads to reduction of
costs for street lighting. The method presented in this work has been developed within the context
of smart lighting systems; in particular, the SmartLighting project [2] of the Future Internet Lab
Anhalt. The project is aimed at energy saving with intelligent lamps control, depending on the
actual objects’ motions, especially pedestrians, bicyclists and vehicles. The SmartLighting system is a
decentralized system in which lamps communicate through a wireless network. The system calculates
the maximum likelihood vector of an object and provides dynamic lighting to the object based on
detection information from multiple lamps. Thus, the role of the detection method in such a system is
essential since it influences its overall effectiveness and workability.

The task of the outdoor object detection has been a subject of a study for a variety of detection
methods and techniques. To detect moving objects, conventional methods exploit their different
physical properties and effects, such as infrared radiation, Doppler shift, etc. However, they have
a lot of disadvantages detecting moving objects; in particular, low detection range, high detection
error rate and high price. The detection reliability of such methods highly depends on the operating
conditions. In addition, they have limitations regarding the type and speed of the object to be detected.
Computer vision methods recently reached significant success in object detection. However, these
methods require high computational power of the processing unit. It makes impossible to achieve
a sufficient frame rate (about 15 FPS) using low-performance single-boards computers such as the
Raspberry Pi [3], even if they are supported by hardware acceleration units [4]. Therefore, finding and
developing new efficient and low-complexity algorithms for object classification becomes a crucial
task for the outdoor applications, especially in smart city approaches.

The main objective of this paper is a demonstration of the designed method which satisfies several
requirements which are critical for street lighting systems:

• low computational requirements of the algorithm so it can be operated on inexpensive,
low-performance and low-energy consumption devices (e.g., Raspberry Pi, Orange Pi and alike)

• ability to detect objects moving with the speeds up to 60 km/h (default speed limit within the
urban area [5]) with ranges up to 25 m; the detection range requirement is justified by expected
roads width in the suburban area: 2–4 vehicle’s lanes and two sidewalks [6,7]

• less than 5% false positive error rate
• less than 30% false negative error rate
• detection of object types which are in need of illumination and expected in the street environment;

the system uses information about object type to adjust illumination area, e.g., to provide longer
visibility range for vehicles or dime the light according to the object class

• ability to use low-resolution frames (not less than 320 × 240 pixels) captured in gray-scale by an
inexpensive camera with infrared illumination

The false positive detection error mainly impacts the energy efficiency of the SmartLighting
system. When a false positive error occurs, the street light is switched on while the target object is not
present. The reduction of such errors increases overall energy efficiency. The error is considered to
be a false negative when the system ignores the desired object. The reduction of false negative errors
improves lighting system precision to provide timely illumination. The system is more tolerant to false
negative errors than to false positive ones since it is compensated by true positive detection on the
subsequent frames.

The main contribution and scientific novelty of this work is a mechanism of computationally
inexpensive object feature extraction which uses methods of projective geometry and 3D reconstruction.
Another contribution is a fast detection pipeline which meets the requirements for the limited camera
resolution and computational resources of processing device for classification. The developed method
proposes an idea of estimating the geometrical properties of an object to perform object classification
based on these properties. The logistic regression has been chosen as a classification model due to its
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simplicity from a perspective of computational load [8]. Thus, the developed method is an attempt to
close the gap between computationally expensive algorithms and low-performance hardware.

The remainder of this paper is structured as follows. The existing methods of object detection are
discussed in Section 2. Section 3 is devoted to the general description of the proposed method stages.
The feature extraction method is described in Section 4. The section shows how the algorithm evaluates
geometrical parameters of moving objects, e.g., distance, object width and height. The classification
method is explained in Section 5. The section contains a detailed description of features extracted from
photos, target classes of the objects and their properties, data acquisition techniques and classification
model. Interpretation and demonstration of the experimental results can be found in Section 6.
Section 7 is devoted to the conclusion, where the performance of the algorithm is discussed. Plans on
future work are described in Section 8.

2. Related Work and State of the Art

Conventional technologies for moving object detection include passive infrared (PIR), ultrasonic
(US) and radio wave (RW) detection approaches [9]. Devices which are based on these technologies
can operate in conditions of limited visibility, moreover, time of day does not affect their performance.
PIR sensors are widely used in various indoor and outdoor detection applications. Such sensors
are low-power, inexpensive and easy to use [10]. However, their efficiency is dependent on the
ambient temperature and brightness level. The most critical limitation of commercial PIR sensors is
the relatively small operating range which rarely exceeds 12 m [11,12]. US sensors are able to provide
object distance information and therefore are often used in robotics applications [13]. A significant
disadvantage of US sensors is a quite narrow horizontal angle of operation of about 30–40◦ and
high sensitivity which often leads to false triggering. In addition, environmental conditions impact
sound speed, leading to significant bias in object detection accuracy [14]. RW sensors are widely
used for object detection in security or surveillance systems. They have high sensitivity [9] which
causes frequent false positive triggering due to vibrations or negligible movements [15]. RW sensors
have a detection range, comparable to PIR sensors. The hybrid systems based on combinations of
RW-PIR [16] or US-PIR [17] are designed for indoor object detection, and they are hardly applicable to
street scenarios.

Computer vision methods also provide many approaches for object detection. Among the
conventional detection methods, Viola-Jones [18] and Histograms of Oriented Gradients (HOG) [19]
are widely used detection approaches. Viola-Jones method is aimed at fast object detection with
accuracy comparable to relevant existing methods. The method uses a sliding window over an
image to calculate Haar-like features under different location and scales which afterwards are used
by a classifier. They achieved 15 FPS on 700 Mhz Pentium III detecting 77.8% objects with five false
positives on MIT dataset containing faces. The preliminary condition for this method is training the
classifier using the data which is close to operating scenes. Dalal and Triggs in their work [19] studied
parameters of HOG features to detect pedestrians. They showed that HOG features reduce false
positive rate in comparison to Haar-based detectors on more than one order of magnitude. For a long
time it was one of the most accurate approaches [20]. However, HOG requires high computational
efforts due to exhaustive search that makes the method not applicable for the real-time deployment on
modern low-performance Systems on Chips (SoCs). Beside the above mentioned methods, there are
several techniques which can be used for the given task, but they all experience difficulties on low
resolution frames [21].

In recent years, machine learning (ML) methods gained wide popularity due to the increase of
GPU computing power. The most representative ML methods in the field of object classification and
recognition are Regional-based Convolutional Neural Networks (RCNN) and You Look Only Once
(YOLO). RCNN exploits a concept of image segmentation to extract regions of interest (ROI) which are
passed subsequently to the CNN [22]. The RCNN method the introduced ROI computation technique,
which accelerated the object classification by narrowing down a set of image regions to be processed by
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CNN. Their selective search algorithm can successfully segment 96.7% objects in the Pascal VOC 2007
dataset. The RCNN became the basis for Fast RCNN and Faster RCNN methods which attempt to solve
the problem of slow RCNN operation. In contrast to the sliding window and ROI proposal techniques,
YOLO has brought the concept of processing the entire image by a neural network. The neural network
processes each region simultaneously taking into account the contextual information of an object [23].
YOLO achieved a mean average precision (mAP) of 57.9% on VOC 2012 dataset that is comparable
to RCNN. Moreover, YOLO can process images at 45 FPS using GPU that is unattainable by RCNN.
Further modifications YOLOv2 and YOLOv3 are designed to improve the detection accuracy. These
methods have impressive performance, while keeping high accuracy. However, they remain too slow
for real-time operation on embedded devices [4]. Some implementations that attempt to combine
deep-learning approaches with Background Subtraction (BS) [1]. Despite this, they require a GPU
module for real-time detection.

Thermal imagery in conjunction with computer vision offers some methods for pedestrian
detection. Object candidates are extracted using signal from thermal imager only or by fusing data from
camera and thermal imager. Such approaches are relatively accurate; however, this solution is sensitive
to lighting changes and require an expensive (in comparison to a camera) thermal imager [24–27].

3. Method Description

The detection process of the proposed method can be divided into stages as shown in Figure 1.
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Figure 1. Block-diagram for the proposed detection algorithm.

1. As a result of camera calibration, the preliminary data, such as internal and external camera
parameters as well as lens distortion coefficients are obtained. The calibration can be done using
well-known methods, such as the algorithm by Roger Y. Tsai [28].

2. The pre-processing block receives images/video captured using a camera mounted on a static
object and directed at the control area. Adaptive histogram equalization of contrast is applied
to the input images to improve the results of the following background subtraction in nighttime
scenes. The contrast improvement technique and its parameters can be adjusted depending on
the concrete exploitation scenario. Lens distortions can be corrected either at the current stage,
applying correction to the entire image, or at the stage of feature extraction to pixels of interest
only to improve processing speed. The correction is performed using coefficients obtained via
camera calibration.

3. The taken image is fed to a background subtraction method for the purpose of object segmentation
resulting in a binary mask containing moving objects. The background subtraction is chosen due to its
relatively low requirements for computational power [29]. The method has some limitations, such
as the inability to segment static objects, which however, do not contradict imposed requirements.
Background subtraction methods build an average background model, which is regularly updated
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to adapt to the gradual changing of lighting and scene conditions [30]. The commonly used
methods are based on Gaussian Mixture Models, such as GMG, KNN, MOG and MOG2 [31–35].
The MOG2 method provided by the OpenCV library was used in the software implementation of
the proposed detection method.

4. At the stage of filtering and transformation, the filtering is performed via a morphological opening
on the binary image that includes procedures of erosion and dilation following each other with
the same kernel. Erosion removes noises caused by insignificant fluctuations and lighting changes,
while the dilation increases an area of ROIs to compensate erosion shrinking [36]. Additional
dilation can be performed in order to join the sub-regions which were divided by the segmentation
that happened due to insufficient illumination. Primary features such as a contour, bounding
rectangle and image coordinates of ROI are extracted via standard methods of OpenCV, which
are subsequently computed through the Green’s theorem [37]. The objects with frame borders’
intersections are ignored and not considered in the following stages due to misleading geometrical
form which is the defining criterion of detection.

5. Information about the camera, obtained during calibration, allows transforming initial ROI’s
primary parameters into features estimated width, height and contour area which represent the
object’s geometrical form in the real world (3D scene) independent of object distance and scene
parameters. The detailed explanation of the stage feature extraction is provided in Section 4.

6. The trained logistic regression classifier finally makes the decision whether the candidate belongs
to a specific group based on obtained features. The stage of classification is discussed in Section 5.

4. Proposed Feature Extraction Method

Geometrical parameters of an object in the image plane (2D image) are defined by the perspective
transformation which takes into account camera parameters, coordinates and dimensions of the object
in the real world. The camera parameters incorporate such scene properties as height and angles
of camera installation as well as some internal camera specifications. The object projection is also
affected by perspective distortion which depends on object coordinates in the 3D scene. The feature
extraction method exploits camera parameters and real-world object coordinates to approximately
estimate dimensions of a candidate in the 3D scene.

It is important to note that the feature extraction method is not aimed at the precise measurement
of object dimensions, rather at finding unique features which make the differentiation of object types
possible on the classification stage. The obtained geometrical parameters are considered estimated since
they can differ from the dimensions of an object in the real world.

4.1. Object Distance Obtaining

Object distance obtaining is a primary step for the estimation of the candidate’s dimensions.
The method transforms the image plane coordinates into a real-world distance to an object. For that,
a number of pre-requirements must be met:

• an object intersects a ground surface in real world in at least one point, and
• the lowest object point in image lies on a ground surface in real world
• known intrinsic (internal) camera parameters such as equivalent focal length, physical dimensions

of the sensor and image resolution
• known extrinsic (external) parameters which include tilt angle and real-world coordinates of the

camera relative to the horizontal surface
• known distortion coefficients of the camera lenses

To compensate for the camera lens distortion, the correction procedure is performed as a first
step. The pixels of interest are corrected taking into account radial and tangential lens distortion
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factors using Equation (1). Each pixel has coordinates u, v in image plane along horizontal and vertical
axis correspondingly.

r2 = u′2 + v′2

u = u′(1 + k1r2 + k2r4 + k3r6) + 2p1u′v′ + p2(r2 + 2u′2)

v = v′(1 + k1r2 + k2r4) + p1(r2 + 2v′2) + 2p2u′v′
(1)

where u′, v′ — coordinates of the distorted point in image plane along horizontal and vertical
axis in pixels

k1–k3 — radial distortion coefficients
p1, p2 — tangential distortion coefficients

According to Figure 2, one of the bottom pixels of an object O is a point pb which has some
coordinates ur, vb in the image plane with resolution umax × vmax. An image principal point C has
coordinates uc, vc which usually correspond to a central pixel of an image.
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Figure 2. Object distance estimation scheme: real-world (Left) and image plane (Right) scenes.

With a distance lpx between coordinates vb and vc, it is possible to find this length in millimeters:

lmm = Smm ·
( vb

Spx
− 1

2

)
(2)

where vb — bottom coordinate of the object in image plane in pixels
Smm — height of a camera sensor in mm
Spx — total amount of pixels along the v-axis, Spx = vmax

Using lmm from Equation (2), as a first cathetus and focal length f as a second one, the angle α is
calculated as:

α = arctan
( lmm

f

)
+ 90◦ − ρ = arctan

(Smm

f
·
( vb

Spx
− 1

2

))
+ 90◦ − ρ (3)

where f — focal length of a camera in mm
ρ — incline of a camera with respect to the ground in degrees

The distance to the object is obtained using the height of a camera hc and calculated angle α

between the lowest point of the object O and the horizon line of the camera. The distance is calculated
through the following equation:

do =
hc

tan(α)
(4)
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4.2. Object Height Estimation

The object height is estimated based on known camera parameters and distance to the object.
As shown in Figure 2, the pixels pb and pu are the lowest and the highest points of the object O.
The angle between these pixels is calculated through Equation (3).

γ = α− β = arctan
(Smm

f
·
( vb

Spx
− 1

2

))
− arctan

(Smm

f
·
( vu

Spx
− 1

2

))
(5)

where vb, vu — the lowest and the highest object coordinates along the v-axis in pixels

The angle η which is shown in Figure 3 can be found using Equation (5). Angle δ = arctan
(do

hc

)
,

hence, ε = 180◦ − η − δ. With a triangle’s values of angles and length of one side, the estimated height
of the object can be calculated as:

he = ho + herr = h1 ·
sin(η)
sin(ε)

(6)

pb

hc

pu

ho

herr

h o
+

h e
rr

h, m

do d, m

Figure 3. Object height estimation scheme.

The result of Equation (6) is a real height of the object and non-negative error of estimation caused
by the geometrical form of the object and camera direction.

4.3. Object Width Estimation

Object width estimation is performed by applying inverse perspective transformation to reconstruct
real-world coordinates from image plane points. Inverse perspective transformation to project real-world
coordinates into the image plane can be found via the Pinhole Camera Model [38] which is described
by Equation (7):

 u
v
1

 = K · [R|t] ·W =

 fx 0 uc

0 fy vc

0 0 1

 ·
 1 0 0 t1

0 cos θ − sin θ t2

0 sin θ cos θ t3

 ·


X
Y
Z
1

 (7)
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where u, v — coordinates of projected point in image plane in pixels
K — an intrinsic camera matrix, represents relationship between camera coordinates

and image plane coordinates. It includes focal lengths fx, fy in pixels and central
coordinates of image plan uc, vc in pixels

[R|t] — an extrinsic camera matrix, describes a camera location and direction in world
and includes matrix R rotated about X axis by an angle of θ and translation
vector t1—t3. The values t1—t3 can be equal to zero if camera translation is
incorporated in coordinates X, Y, Z

W — real-world coordinates X, Y, Z of a point in meters which are expressed in a
homogeneous form

The inverse perspective transformation can be expressed based on direct transformation (7) as:
X
Y
Z
1

 = [R|t]−1 · K−1 ·

 u
v
1

 · zcam (8)

where K−1 — an inverted intrinsic camera matrix
[R|t]−1 — an inverted extrinsic camera matrix
zcam — a scaling factor which is the distance to the object in camera coordinates

in meters

Image plane point with coordinates u, v is supposed to be preliminary corrected via the
expression 1. Being interested in zcam only and considering rotation about X axis, the zcam is found
through simplification of [R|t] ·W, which results in:

zcam = Y · sin(θ) + Z · cos(θ) (9)

According to Figure 2, parts of the equation are the camera height Y = hc, the object distance
Z = do and the camera rotation angle θ = 90◦ − ρ.

Thus, the inverse transformation (Equation (8)) allows estimating the coordinate X of the object
point in 3D space which corresponds to image plane projection with coordinates u, v. The estimation
is based on the assumption that the lowest point of the object lies on the ground surface.

To estimate the real-world object width, the most left pbl(ul , vb) and most right pbr(ur, vb) bottom
points of the object’s bounding rectangle in the image are reconstructed in 3D scene. The reconstructed
pbl and pbr have Xl , Yl , Zl and Xr, Yr, Zr real-world coordinates correspondingly. The estimated width of
the object is then found as the distance between these points. Since bottom coordinates Y and Z of
object bounding rectangle are the same, there is only X coordinate presented in the calculation:

we = wo + werr =
√
(Xr − Xl)2 (10)

5. Classification

The description of the classification process is presented in this section. A decision about lamp
switching is performed for specific types of objects based on their extracted features. The type of
an object is estimated by trained logistic regression classifier. The training is performed by using
synthetically generated parameters of objects.
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5.1. Features

The objects are quantified by several features which describe geometrical parameters of the
object; in particular, estimated width, height, contour area, distance and environmental parameters of the
scene—camera angle and camera height.

The estimated contour area (cae) of the object in the real-world scale is hereby calculated through
the following relation:

hpx · wpx

capx
=

he · we

cae

cae =
capx · he · we

hpx · wpx

(11)

where hpx, wpx — height and width of object’s bounding rectangle in image plane in pixels
capx — a contour area of the object in pixels

The object distance, camera height and angle features are designated to compensate error values
(herr, werr) from the feature obtaining stage (Equations (6) and (10)).

5.2. Object Classes

The classes of pedestrian, group of pedestrians (further referred as a group), cyclist and vehicle are
expected in the frame of the street lighting systems. These classes can be also combined into a general
target group class. Any other object, which does not belong to the classes of the target group, is treated as
a class of noise. The general target group class is introduced for a binary classification between the target
group and noise. The problem of false classification between classes of the target group is considered to
be less significant than the target group/noise classification since all the classes of the target group are in
need of illumination at nighttime.

In order to generate scenarios of the objects movement, the most probable minimal and maximal
values of classes’ dimensions in 3D space were chosen (Table 1).

Table 1. Assumed real-world dimensions of the target group classes [39–43].

Object Class
Target Group

Pedestrian Group Cyclist Vehicle

Width, m 0.3–0.64 1.2–3 0.3–0.64 1.4–1.8

Height, m 1.15–2 1.5–2 1.5–1.9 1.4–2

Depth (step length), m 0.3–0.79 0.3–0.79 1.5–1.7 3.7–4.6

Environmental conditions and properties of the 3D scene, such as illumination, object material,
camera point of view can distort geometrical parameters of objects being projected in the image.
The distortions can be expressed in poor/false object segmentation. Furthermore, each class inserts
inherent distortions.

Pedestrian class is influenced by non-expected behavior, e.g., jumping, squatting, etc. Due to
non-rigid nature of pedestrian, it can change geometrical parameters during walking. The group class
keeps all the traits of the pedestrian. Besides that, it is hard to highlight the thresholds due to varying
numbers of members in the group class. In the current paper, between two and four pedestrians are
assumed to be in the group class.

There are distortions which are common for cyclist and vehicle. In some nighttime scenes, an object
and a spot produced by its lamps can be overlapped, therefore, the division of a candidate’s region
should be performed. The division method proposes splitting an object into parts based on horizontal
and vertical region histograms [26], whereas the criteria of splitting are extent, height to width ratio
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and estimated contour area. The feature extraction is completed again after the division to update
object’s features.

The motion blur effect can appear due to low shutter speed and high object velocity. Detection of
large vehicles can be problematic due to filtration of the objects crossing the frame border (described in
Section 3). Also, large dimensional vehicles can cause an error of estimation under certain angles.

5.3. Data Acquisition

The classifier was trained using a combination of real-world and synthetic data. Synthetic data
has been added to the training since it provides a simplistic way to generate a wide range of possible
movement scenarios and scenes, which is much bigger than the existing empirical data can to cover.
Such an approach allows generating any possible events with high authenticity without gathering
redundant amounts of real-world data.

For each of the described classes, the 3D models (Figure 4) were generated based on geometrical
parameters ranges provided in Table 1. The 3D models of the pedestrian are generated in various
postures such as standing, walking and running. The instance of the group model is a combination of
the pedestrian models located next to each other. The cyclist models are expressed in different postures
of a driver, while the vehicle varies in car models.

Figure 4. Examples of used 3D objects.

In order to gather features, the 3D objects are projected into a 2D image plane on the range of
camera operation angles (0–80◦) and heights (2–10 m) using the Pinhole Camera Model transformation.
The 3D objects are rotated around to synthesize different movement angles. To increase the authenticity
of synthetic data, a number of distortion techniques are applied, in particular, the motion blur effect
has been added to simulate distortions of a real camera. The real-world data (Figure 5a) is used
to validate the synthetic data. Obtained objects contours (Figure 5b) are processed by the feature
extraction method.

(a) Real-world data (b) Generated data

Figure 5. Object contours.

The noises are generated numerically as vectors of features out of ranges declared in Table 1.

5.4. Model of Classifier

The logistic regression method is used as a statistical model for multi-class classification because
this model does not require too many computational resources. It is easy to tune a target function,
and it is easy to regularize [8]. To separate target classes from the noise which surrounds them,
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a circular decision boundary with the polynomial order of 2 has been used. The data used for the
logistic regression model training is shown in Figure 6.

The data has been generated synthetically for the range of camera angles, heights (mentioned in
Section 5.3) and target objects parameters, according to Table 1. The features of the pedestrian, group
and cyclist classes are distributed densely which makes them hard to distinguish under the specific
direction vectors that lead to misclassification. The geometrical parameters of the vehicle make this class
easy to differentiate. As shown on the plots, the vehicle features are distanced from the other classes.

Figure 6. An example of synthetically generated features for real-world scene: angle—22◦, height— 3.1 m.

6. Evaluation Results

The results of detection system tests are presented in the current section. It contains testbed
description and evaluation of classifier performance on real-world datasets.

6.1. Testbed

Several testbeds with different camera installation parameters were built to collect real-world
material. The parameters of the gathered datasets are shown in Table 2. Three cameras were used
to prove that the feature extraction mechanism can handle different intrinsic camera parameters.
The real-world data has been gathered in four street scenarios (Figure 7):

A The nighttime parking area includes moving objects on distances up to 25 m. The scene per
image contains up to three pedestrians, two groups and one cyclist with and without a flashlight.
The web-camera’s IR-cut filter has been removed. The camera is equipped with an external
IR emitter.

B Another nighttime parking area with up to six pedestrians, three groups, two cyclists with and
without a flashlight and one vehicle are present on distances up to 25 m. The camera with
removed IR-cut filter is equipped with an external IR emitter.
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C Nighttime city street includes up to four pedestrians, one group, two cyclists with flashlight and
one vehicle on distances up to 50 m. The camera has an embedded IR illumination.

D Daytime city street includes moving objects on distances up to 50 m, in particular, up to six
pedestrians, three groups, three cyclists and two cars.

Table 2. Datasets parameters.

Scene A B C D

Times of day Night Day

Description Parking 1 Parking 2 City street City street

Camera Logitech C920 HD Microsoft HD-3000 Gadinan Full HD IP cam

Height, m 3 3.1 5

Angle, ◦ 13 22 17

Resolution 424 × 240 320 × 240 424 × 240

Focal length, mm 3.67 0.73 3.6

Sensor dim., mm 4.8 × 3.6 0.7 × 0.52 3.45 × 1.94

Objects distance, m up to 25 up to 25 up to 50

Noises 4575 13,724 2474 2258

Pedestrians 1364 6705 326 1990

Groups 108 473 218 928

Cyclists 335 134 183 730

Vehicles — 26 238 398

(a) (b) (c) (d)
Figure 7. Real-world scenes.

6.2. Classifier Precision

The datasets which are close to expected exploitation scenarios were used for classifier’s
precision evaluation.

The datasets described in Section 6.1 were annotated and processed by the proposed feature
extraction method. The real-world features for all datasets are shown in Figure 8. The real-world
features have similar distribution patterns to the synthetic ones (Figure 6); however, the group class is
less distinguishable.

Annotated scenes were divided into nighttime and daytime which are classified by the
trained logistic regression model. The result of classification can be summarized in corresponding
confusion matrices.

Binary classification. According to Figures 9a,b (the darker color, the greater probability), the false
negative rates for the target group are noticeably high at nighttime that at daytime (0.24 vs. 0.04).
Such error rates can be explained by poor segmentation of the target group on long distances due to
insufficient IR illumination. The false positive errors for the target group (0.03 for nighttime and 0.05
for daytime scenes) are mainly caused by the interpretation of the object’s lights as a target object,
especially, by reflections of vehicle’s lights from the ground and some vertical surfaces (i.e., windows).
The daylight scene illumination provides a better BS segmentation, which resulted in relatively
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high true positive rates of 0.96 for the target group. The obtained false negative error rate of 0.24
(Figure 9a) and false positive error rate of 0.05 (Figure 9b) for binary classification do not exceed
predefined requirements.

Multi-class classification. The problem of misclassification inside the target group, in particular,
for group and cyclist remains relevant for both nighttime and daytime scenes, as shown in Figure 9c,d.
Achieved true positive rates of 0.48 for the cyclist and 0.44 for the group at night show that the precision
of the classifier is not sufficient to differentiate these classes. This problem appears when objects move
under certain angles which do not allow obtaining distinguishable features. The presented classifier
accuracy takes into consideration controversial scenes, where an object is partially present in the frame.
A high false positive rate (0.32) for the pedestrian towards the group is related to intersecting parameters
of classes which are shown in Table 1. The vehicle has the lowest false positive rates towards any
other class of the target group due to infrequency of 2D projection, wherein features of the vehicle and
any other class of the target group are overlapped. Unfortunately, the vehicle is interpreted as noise in
some projections that result in a false positive rate of 0.25. This rate can be reduced by extending the
geometrical parameters of the vehicle from Table 1. However, this leads to precision reduction of the
system in general. Since the cyclist and the group have similar ranges of geometrical parameters, their
features can be misinterpreted by the classifier, as described in Section 5.4.

Figure 8. Real-world features for datasets.
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(a) Night binary (b) Day binary (c) Night multi-class (d) Day multi-class

Figure 9. Confusion matrices, where N—noise, P—pedestrian, G—group, C—cyclist, V—vehicle,
T—target group.

Precision-Recall curves. Overall classifier performance can be evaluated through the precision-recall
curves, shown in Figure 10. Considering a task of binary classification between target group and noise
(Figure 10a), the curve for the daytime scene shows high average precision since the noises are less
distinguishable than the target objects. The amount of noises is limited in daytime scenes and shapes of
noises cannot produce features belonging to the target group. The mAP value for daytime is 0.99, while the
same parameter for the nighttime dataset is equal to 0.93 which is acceptable in the targeted application
of SmartLighting.

The micro average precision-recall curve for nighttime scenes (Figure 10b) is too optimistic due to
classes dis-balance, more precisely, because of numerous noise instances at night. Therefore, macro
metrics were chosen for classifier evaluation. The macro mAP for all classes during the night equals
to 0.67. Considering precision-recall curves inside the target group, the highest mAP of 0.8 has been
achieved by the pedestrian classifier, the lowest 0.36-by the group classifier. Such a low rate of the group
classifier is caused by the formless nature of the class.

During the day all precision-recall curves of the target classes are grouped (Figure 10c). Also,
the micro and macro average precision-recall curves are close to each other due to the better balancing
of classes. The macro mAP for all classes during the day is 0.84.

(a) Binary (target group/noise) (b) Multi-class nighttime (c) Multi-class daytime

Figure 10. Precision-recall curves.

7. Conclusions

The developed detection technique satisfies the imposed requirements of the SmartLighting
system for which it was designed. It is able to operate on low-cost computers, e.g., with Cortex
A8 processor, due to its computational power efficacy. The detection method meets the established
requirements for false positive/negative error rates.

The algorithm has been tested on different single-board computers using real-world datasets.
The achieved frame rate is shown in Table 3. The algorithm is implemented as single-thread, therefore
only a portion of the CPU resources is used on multi-core boards.
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The detection algorithm showed a sufficient frame rate on Orange Pi Zero H5 and Raspberry
Pi 3, satisfying the requirements of the SmartLighting system guaranteeing a reliable detection of
fast-moving objects.

The applicability of the detection algorithm has been proven on real-world datasets which include
low-resolution and gray-scale images. The elaborated framework for synthetic data generation allows
obtaining a variety of scenes that quite accurately approximate real-world scenarios, minimizing time
spending for data collection.

Despite of achieved efficiency, the current method has several challenges to overcome. It requires
a preliminary camera calibration, specific object position with respect to the ground, and unsloped
ground in the scene. Moreover, the method can be applied in environments with static background
only. The system makes a decision based on the geometrical shape of an object that leads to the
misclassification of candidates with similar geometrical features.

Table 3. Achieved FPS using different single-board computers.

Board
FPS

CPU SoC
Min Mean Max

Beaglebone Black 4 5 7 Cortex-A8 1 GHz AM3358

Orange Pi PC 10 13 15 4 × Cortex-A7 1.4 GHz Allwinner H3

Orange Pi Zero H5 25 28 35 4 × Cortex-A53 1.4 GHz Allwinner H5

Raspberry Pi 3 Model B+ 30 35 40 4 × Cortex-A53 1.4 GHz Broadcom BCM2837B0

The proposed algorithm outperforms existing approaches in terms of FPS and CPU usage that is
shown in Table 4. The achieved false positive rate is comparable to analogies; however, the evaluation
is performed using different datasets. Limited resources of embedded devices make other methods
unusable to operate in real-time mode for the given application. Nevertheless, the accuracy of other
methods is higher.

Table 4. Performance parameters of object detection algorithms on Raspberry Pi 3 B [4,44–47].

Algorithm Our Method HOG Viola-Jones SSD GoogleNet L-CNN YOLO

FPS 35 0.3 1.82 0.39 0.39 1.25

CPU, % 25 93 76.9 84.7 75.7 -

The performance of the detection system can be estimated in comparison to the other detection
approaches which are applicable in the SmartLighting system. Among the computer vision techniques,
one of the most straightforward alternatives to the presented method is the usage of BS with subsequent
evaluating sizes of contour areas in the foreground mask. With this approach, the object is considered
to be detected, when the size of its contour area exceeds a pre-defined threshold. Applying this method
to the presented nighttime datasets, the selected threshold of 5%, from overall image resolution,
has shown the true positive rate of 0.2. Such a true positive rate means that the lamp is switched on
only for 20% target objects. The threshold of 0.5%, however, resulted in excessive sensitivity making
the false positive rate equal to 0.9. That makes the lighting system energy inefficient. In contrast to
trivial thresholding, the developed method takes into account distance and perspective distortions
that allow detecting desired objects more precisely and therefore much more energy efficient.

8. Future Work

Though the proposed approach solves the problem of object detection in street environment,
there is still much room to improve the described system. The system can be modified in terms of
performance, accuracy, and simulation methods.
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8.1. Dynamic Error Compensation

The binary classification decision can be made using a sequence of frames to improve the true
positive detection rate. The true positive rate of an object detection P(A) within n frames can be
calculated using Equation (12) which is based on a Bernoulli scheme. This equation allows finding the
probability of an event A that the object has been detected on at least (n/2) + 1 frames, which is more
than half.

P(A) =
n

∑
k= n

2 +1

(
n
k

)
pkqn−k (12)

where A — an event that the object has been detected on at least more than half of the frames
p — a true positive rate for object detection on a single frame
q — a false negative rate for object detection on a single frame
n — an amount of frames in the detection sequence
k — the least number of frames where the object is supposed to be detected

The P(A) grows with an increase of n only when p is greater than 0.5. The accuracy of the system
can be significantly increased through this property. For example, the per-frame true positive detection
rate for the nighttime dataset of 0.76 (Figure 9a) increases to 0.90 within the time window, where the
time window is one second that corresponds to five frames for BeagleBone Black from Table 3.

8.2. Tracking System

Approaches of dynamic error compensation require tracking an object between frames.
To calculate P(A), it is necessary to be confident that the frame-wise probability belongs to the
same object which is present on multiple frames. Moreover, the tracking system can improve the true
positive rate since it increases a prior probability of the object presence in the next frame. The tracking
system is supposed to satisfy requirements for performance and reliability in the real-time domain.
Such a system is an important subject for future work.

8.3. Segmentation Improvement

To compensate disadvantages of segmentation, a technique for the reunification of objects regions
can be applied. The reunification of the object can be based on finding a skeleton structure of the object.

8.4. Simulation Framework

Another important objective is the development of a framework for synthetic data generation
to construct dynamic virtual reality scenes. The framework is supposed to simulate real-world
environments more precisely taking into account object deformation during movement, weather,
illumination, undesired objects and distortion effects of the camera.
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Abbreviations

The following abbreviations are used in this manuscript:

CNN Convolutional Neural Network
RCNN Region Based CNN
ML Machine Learning
HOG Histograms of Oriented Gradients
SoC System on Chip
PIR Passive Infra-Red
GMM Gaussian Mixture Model
KNN K-Nearest-Neighbor
MOG Mixture of Gaussians
YOLO You Look Only Once
BS Background Subtraction
GPU Graphics Processing Unit
US Ultra-Sonic
RW Radio Wave
SoC System on Chip
IOT Internet of Things
IR Infrared
FPS Frames Per Second
mAP mean Average Precision
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