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Abstract: Networking protocols have undergone significant developments and adaptations to cater
for unique communication needs within the IoT paradigm. However, meeting these requirements in
the context of vehicle-to-infrastructure (V2I) communications becomes a multidimensional problem
due to factors like high mobility, intermittent connectivity, rapidly changing topologies, and an
increased number of nodes. Thus, examining these protocols based on their characteristics and com-
parative analyses from the literature has shown that there is still room for improvement, particularly
in ensuring efficiency in V2I interactions. This study aims to investigate the most viable network
protocols for V2I communications, focusing on ensuring data quality (DQ) across the first three layers
of the IoT protocol stack. This presents an improved understanding of the performance of network
protocols in V2I communication. The findings of this paper showed that although each protocol offers
unique strengths when evaluated against the identified dimensions of DQ, a cross-layer protocol
fusion may be necessary to meet specific DQ dimensions. With the complexities and specific demands
of V2I communications, it’s clear that no single protocol from our tri-layered perspective can solely
fulfil all IP-based communication requirements given that the V2I communication landscape is teem-
ing with heterogeneity, where a mixture of protocols is required to address unique communication
demands.
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1. Introduction

Smart cities have continued to grow worldwide, giving rise to various innovations
such as smart agriculture, smart buildings, smart health, and smart transportation. At the
core of this growth is the Internet of Things (IoT) [1–3]. The shift to ubiquitous computing
has led to the interconnection of smart and embedded devices, resulting in the generation
of substantial amounts of data, aka “big data” [4]. The continuous increase in IoT-generated
data underscores the critical importance of data quality (DQ) [5]. The success of this IoT
paradigm shift relies heavily on DQ guarantees [6]. However, ensuring DQ under the
current big data collection and transmission methods of IoT networks becomes a challenge
for various applications. The multifaceted nature of big data, characterised by the five
Vs, volume, velocity, variety, veracity, and value, are some of the constraints faced in
ensuring data quality [7]. These complexities demand the adoption of meticulous data
quality management methodologies encompassing comprehensive validation, cleaning,
and integration techniques for big data applications in various smart city segments. DQ
is essential across various domains of smart cities, including the cooperative intelligent
transportation system (C-ITS), which is defined by its interactive components, facilitating
various communications crucial for its operation. These components include communica-
tion between Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), Vehicle-to-Network
(V2N) and Vehicle-to-Pedestrian (V2P). The integration of communication technologies into
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transportation has ushered in a transformative transference from autonomous systems to
cooperative ones, which is an integral aspect of smart cities requiring high DQ for efficiency
and effectiveness. Communications between these components of C-ITS are reliant on
several protocols to transmit data between nodes, and hence, the need to ensure DQ within
each of the protocols is paramount.

Over the past three decades, network protocols have defined and maintained princi-
ples of data communications and provided foundational protection for data transmission [8].
With the emergence of IoT, network protocols have experienced an evolution due to the
dynamic and constrained nature of IoT devices and networks. Such characteristics pose a
major challenge, as identified by Shang et al. [9], in integrating the existing Transmission
Control Protocol/Internet Protocol (TCP/IP) [10] in IoT networks. Despite these challenges,
IoT supports interoperability with the TCP/IP protocol stack, which, however, faces some
drawbacks such as throughput, link delay, and energy consumption—are metrics that the
current TCP/IP protocol stack struggles to meet in IoT applications. Furthermore, without
optimisation, the TCP/IP protocol stack is inadequate for IoT communications within
the cloud and distributed computing services [11]. To mitigate these challenges, suitable
and lightweight IoT protocols have been revealed in the literature as fixable alternatives
for constrained devices [12]. These advancements have led to the application of IoT in
transportation to increase road safety and enhance cooperative driving and traffic manage-
ment [13]. However, vehicular communications must be precise, which requires advanced
embedded DQ measures to achieve efficiency, safety, and sustainability. Some protocols in
the TCP/IP protocol stack do not meet specific criteria, such as ensuring the dimensions of
DQ for vehicular communications. For example, certain protocols lack agility, while others
are unreliable or vulnerable to cyber-attacks, which impedes the accurate flow of data in
vehicular communications.

Vehicular communication networks are still an active area of research [14,15], although
several technologies have emerged to support C-ITS. V2I, specifically, is an integral part
of vehicular communication technologies that promises to optimise the efficiency of trans-
portation systems. V2I communications span a wide range of applications, including
safety and non-safety related. V2I safety applications include collision warning, emergency
vehicle priority, driver assistance and road hazards warming, and speed and intersection
warning messages, all aimed at preventing road crashes and enhancing mobility [16].
Meanwhile, non-safety applications focus on traffic efficiency and optimisation, remote
vehicle diagnostics, air pollution monitoring and onboard infotainment [17]. These di-
verse arrays of applications stem from various components, technologies and data types
involved in the interconnected V2I ecosystems. These applications are facilitated using
Dedicated Short Range Communication (DSRC) [18] and Cellular-Vehicle-to-Everything
C-V2X technologies [19]. The DSRC and C-V2X technologies establish a communication
link between Onboard Units (OBU) and Roadside Units (RSU) [20]. An OBU, which is
mounted on vehicles, allows communication with other OBUs and RUSs [21]. RSUs are
part of the infrastructure which are strategically positioned along road networks to serve
as communication nodes or access points for exchanging vital information with trusted
authorities for traffic management [22]. Collectively, this ecosystem exchanges data for
time-critical, urban planning, and infotainment use cases with the aim of revolutionising
and redefining road transportation to improve road safety, comfort, and efficiency. Figure 1
shows the V2I communications landscape.

The success of the V2I communications ecosystem hinges heavily on the quality of data
being exchanged and, hence, the importance of assuring DQ in V2I interactions. Vehicular
communication has a plethora of use cases, and some of these use cases have a unique
and customised protocol stack. Some use cases in V2I communications are time-sensitive
or time-critical. Delayed or incomplete data can result in vehicles receiving inaccurate
information, potentially leading to catastrophic outcomes. Therefore, ensuring DQ in V2I
communication scenarios is of paramount importance. This research aims to investigate
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the most viable IoT protocols for V2I communications, ensuring DQ across the application,
transport, and Internet layers.
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Figure 1. Heterogeneous V2I communications.

This research makes the following contributions:

• Presents an unconventional viewpoint on the IoT protocol stack, underscoring the
drawbacks of depending solely on a single protocol/layered approach for ensuring
reliable data transmission within IoT applications.

• Provides a support framework with a focus on DQ for identifying and selecting
suitable IoT protocol stack for a specific use case requiring efficient data transmission
within the V2I ecosystem and IoT applications in general.

• Presents a structured way of organising and customising the IoT protocol stack, making
it easier to pinpoint areas for adaptation and optimisation.

The rest of the paper is structured as follows. Section 2 presents a summary of data
quality and related dimensions. An overview of network protocols is presented in Section 3.
Section 4 presents a survey of the IoT protocol stack. Section 5 presents the research
methodology. Section 6 presents findings and discussion. The conclusion is presented in
Section 7.

2. Data Quality and Related Dimensions

There is no universally established definition for DQ since the concept is subjective
to the user, the domain, and the context of the use case [23]. Thus, providing DQ contin-
ues to pose a challenge for developing and deploying the various components of smart
cities [24–26]. Due to constant changes in big data characteristics [7,27,28], the demand
for DQ continues to change. In the context of C-ITS, we define DQ dimensions as data
characteristics that assess the suitability of data for a specific use case.

2.1. Accuracy

We define accuracy as the precision and correctness of data while it is being transmitted
from source to destination. The primary objective is to maintain the precision and integrity
of data during transmission, preventing any loss, errors, or compromise. Localisation
accuracy is an example of a use case to support automated driving systems [29]. Another
use case example can be seen in a real-time map update using an MQTT network proposed
by Szántó et al. [30] to accurately support trajectory planning.
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2.2. Availability

Availability refers to the continuous and uninterrupted data flow between systems
or devices in real-time. It ensures that data remains readily available and immediately
accessible after transmission, free of interruptions, delay, or loss. A typical use-case example
within V2I is incident detection and reporting. As observed by Bhatti et al. [31], inefficient
accident detection and reporting systems have resulted in an increase in the number of
fatalities from auto crashes. The authors proposed an accident detection and reporting
system (ADRS) using Wi-Fi or 3G/4G to transmit and report vehicle telemetry data from a
crash site to an emergency response unit and a nearby hospital.

2.3. Completeness

Completeness refers to the extent to which all relevant and necessary data elements
are included and conveyed in data exchange. It guarantees that no critical information is
lost on transmission, enabling a comprehensive comprehension of the transmitted data for
effective use. Completeness is an important characteristic of DQ and one of the essential
DQ dimensions. For data to be considered complete, it must meet the requirements of its
intended application. Completeness impacts other DQ dimensions, including accuracy,
consistency, and timeliness [32]. Kaneyasu et al. [33] proposed a transmission control
mechanism that considers data completeness of large Spatial-temporal data. (STD). In their
scheme, each node keeps accounts of received packet statuses and dispatches the infor-
mation only when all packets have been accounted for, thereby minimising2 unnecessary
transmission and optimising wireless bandwidth. STD combines geographical locations
and timestamps to provide insights. It is worth noting that there is a plethora of applica-
tions in V2I interactions, ranging from traffic management applications to location-based
services.

2.4. Confidentiality

Confidentiality pertains to safeguarding privacy and preventing unauthorised access
to sensitive data during transmission. It ensures that sensitive or private information
remains protected and inaccessible to unauthorised entities. A secure and reliable routing
approach for mobile networks was proposed by Bhalaji [34], using cryptography and the
Euclidean Distance formula for confidentiality, reliability, and integrity in data transmission.

2.5. Consistency

Refers to preserving coherence and uniformity of data throughout the data circle. It
involves maintaining data integrity, a consistent format, meaning, and structure during
transmission between sending and receiving nodes. Consistency is crucial for accurate
interpretation and reliable utilisation by intended recipients. A beneficial use-case example
in V2I is a beacon message broadcasting where homogeneity in broadcast messages is
essential to relay important/emergency communications. As observed by Liu et al. [35],
spatial consistency is fundamental in supporting the targeting and effective distribution
of beacon messages to vehicles within the proximity of infrastructure elements, ensuring
seamless communication in V2I scenarios.

2.6. Data Integrity

Refers to the assurance that data remains unaltered, complete, and reliable throughout
its transmission process. It ensures that data is not tampered with, modified, or corrupted
during its exchange, maintaining its accuracy and trustworthiness. Integrity is measured
using data conformity to defined protocols, information assurance principles, and stan-
dards [36]. Gopinath, Vinoth, and Jaya [37] proposed a protocol to support data integrity,
using location integrity and multicasting to secure data transmission.
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2.7. Reliability

Pertains to the dependability and consistency of data in transmission. It focuses on
ensuring that data is delivered accurately and consistently without loss, errors, or disrup-
tions. Ensuring packet delivery reliability depends on multiple factors. The utilisation
of a retransmission-based recovery mechanism and packet loss awareness leads to con-
gestion and routing failure awareness protocols to guarantee packet reception [38]. These
reliability-centric initiatives in protocol communications are pivotal in achieving accurate
and effective data transmission, contributing to overall performance and reliability in V2I
interactions and communication networks in general.

2.8. Timeliness

Timeliness refers to the prompt and timely delivery of data within a specified time,
ensuring its relevance and currency for the intended use. Timeliness underscores the signif-
icance of transmitting and receiving data within predefined time boundaries, catering to
the demands of real-time or time-sensitive applications. Timeliness measures the currency
of data. That is when data was generated and arrived at the destination [39]. The timeliness
dimension has received a lot of attention in IoT protocol research and is one of the most
important dimensions in V2I interactions to facilitate communications for various use
cases, such as emergency warning messages, pedestrian safety messages and traffic signal
pre-emption, which are safety-critical V2I communications.

2.9. Traceability

Traceability refers to accurately documenting and tracking the provenance of data
from source to destination [40]. It involves capturing and maintaining a comprehensive
audit that identifies data sources, including the entities that have accessed or modified
the data and the timestamps of these activities. Integrating traceability in a system will
offer better security management, safety management, better response to crises, and overall
strengthen the performance and coordination of the system [41]. The traceability dimension
will benefit V2I use case examples like Pseudonym resolution [42,43].

2.10. Validity

Validity refers to the quality and trustworthiness of transmitted data. It ensures that
data is legitimate, accurate, and conforms to predefined criteria, standards, or specifications.
Various methods determine data validity, including accuracy, timeliness, and usability [44].
In addition, validity assesses the fitness of data for the desired purpose.

3. Overview of Network Protocols

Technological advancements and evolution in various IoT applications have spurred
the development of various lightweight protocols and adaptation of some of the existing
TCP/IP protocol stack to improve communication in IoT networks [9]. Several studies
have addressed shortcomings of the conventional TCP/IP protocol stack in fulfilling the
fast-paced real-time data transmission requirements of vehicular communications [45,46].
In addition, the TCP/IP protocol stack was originally designed for best-effort delivery
of packets across the internet and does not support a fine-grained Quality of Service
(QoS) coveted in IoT networks. The TCP/IP protocol stack faces significant challenges in
effectively interfacing with cloud computing and distributed computing services without
adaptation [11], which is critical for managing the enormous amounts of data generated by
vehicular networks. In contrast, IoT protocols have demonstrated exceptional performance
in seamlessly integrating with cloud services and have demonstrated compatibility with
heterogeneous protocols [47]. This section provides an overview of the existing structures of
the TCP/IP protocol stack and the new IoT protocol stack, solely focusing on the application,
transport, and Internet layers. The network access layer (Data Link and Physical layers)
can operate efficiently irrespective of the underlying technologies deployed at the layers
above [48]. Figure 2 Shows the IoT protocol stack.
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3.1. Application Layer

The application layer sits at the top of the communication protocol suite, irrespective
of the prevailing network environment or conditions. It is an abstract layer that contains
a combination of protocols to facilitate and define how applications communicate with
others. In addition, these protocols specify how data is formatted, transmitted, and received.
Hypertext transfer protocol (HTTP), File Transfer Protocol (FTP), Simple Mail Transfer
Protocol (SMTP), and Domain Name Server (DNS) are some of the most popular TCP/IP
application protocols. Most TCP/IP application protocols operate on a client-server model,
in which a client device sends a request to the server, and the server acknowledges and
responds with the required information [49]. This method works well with a typical
client-server architecture. Meanwhile, the demands for real-time communication in the
IoT domain require more efficient application protocols. Constrained Application Protocol
(CoAP), Message Queuing Telemetry Transport (MQTT), Advanced Message Queuing
Protocol (AMQP), Extensible Messaging, Presence Protocol (XMPP), Data Distribution
Service (DDS), and WebSocket have been developed and upscaled to address these fast-
paced communications in IoT applications by providing publish-subscribe or request-
reply communication architecture which can reduce latency and provide communication
improvements in IoT systems [50]. Some of these IoT protocols support different QoS,
ensuring that communication in the IoT environment receives the necessary performance
level to meet operational requirements, including interoperability and scalability.

3.1.1. Constrained Application Protocol

CoAP is a lightweight protocol apt for the ever-increasing Machine-to-Machine (M2M)
communications in resource-constrained environments [51]. Supporting specific features
suitable for V2I communication, this protocol implements a request-response architecture
between application endpoints, which supports QoS that ensures reliable transmissions,
simple congestion control, and flow control. In addition, CoAP underpins asynchronous
message exchange and offers a built-in discovery of services and resources. Furthermore,
the protocol implements an optional subscription mechanism for resource observation. The
CoAP protocol operates a client-server model like TCP and relies on UDP as the underlying
transport protocol, establishing a robust connection that ensures reliable communication
even in dynamic and intermittent connected environments, such as those with high-speed
connectivity and rapidly changing topologies. CoAP’s compatibility with mobility man-
agement [52] further enhances its capability to handle high mobility-related and handover
challenges. Refer to Figure 3 for CoAP architecture.
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3.1.2. The Message Queuing Telemetry Transport

MQTT is a lightweight protocol designed and used in a plethora of IoT applications
and M2M communications [53], utilising the publish/subscribe architecture, which is well-
suitable for remote connections with limited network bandwidth and system resources.
This model facilitates efficient data dissemination techniques. Its ability to process massive
volumes of data concurrently while consuming little bandwidth becomes an asset in V2I
communications, where real-time, widespread information sharing is critical. Furthermore,
MQTT’s QoS levels ensure message delivery, which is critical in the context of traffic
safety and infrastructure coordination. The protocol supports scalability, which aligns
well with the requirements of the V2I environment that necessitates efficient and dynamic
connectivity between a multitude of clients and a central broker. The broker plays an
integral role in the MQTT network, effectively managing a catalogue of topics, e.g., traffic
information and weather conditions, that function akin to communication channels. These
topics facilitate the publishing and subscription of messages, thereby orchestrating the
flow of information within the V2I domain. Specifically, when a client publishes a message
on a given topic, the broker ensures this message reaches all clients subscribed to that
specific topic. The multi-topic subscription capability of MQTT [54] provides clients
with the advantage of receiving messages from diverse sources, enhancing the scope and
versatility of information dissemination within the context of V2I. Refer to Figure 4 for
MQTT architecture.
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3.1.3. Data Distribution Service

DDS protocol is a communication standard designed for messaging and data-centric
exchange in distributed systems, and the protocol dynamically discovers a new node within
a network architecture such as Vehicular Ad Hoc Network (VANET) and Mobile Ad Hoc
Network (MANET) [55]. DDS uses the publish-subscribe architecture, allowing publishers
to disseminate data to multiple subscribers asynchronously and in a decoupled manner.
DDS is characterised by its support for real-time and high-performance communication,
achieved using a decentralised architecture with a focus on data-centric principles. In
the context of V2I applications, supporting high data rates and low latency requirements,
enabling a single node to subscribe and receive information from multiple sources bi-
directionally, facilitating effective communication. In addition, DDS is a highly functional
middleware that is suitable for a multitude of V2I communication that supports efficient
distributed communication. This protocol’s inherent features, such as its reliable communi-
cation, scalability, interoperability, and flexible configuration of various QoS settings, make
it a suitable option for V2I applications. Refer to Figure 5 for DDS architecture.
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3.1.4. Extensible Messaging and Presence Protocol

XMPP is an XML-based protocol designed for real-time, extensible communications.
Originally designed for communication on the internet with ample resources, XMPP has
now found relevance in the field of IoT applications owing to its distinctive attributes [56].
The protocol’s decentralised architecture promotes heterogeneous and federated com-
munication by facilitating seamless communication between servers and clients. XMPP
also support the publish-subscribe communication model, facilitating the simultaneous
broadcasting of messages to multiple nodes [57]. The extensibility and decentralised char-
acteristics present distinct advantages in V2I communication, enabling the management
of diverse communication services, including real-time traffic monitoring, as noted by
Hayes and Omar [58]. XMPP could enable immediate communication of safety alerts or
evacuation instructions from central control units to all vehicles in a specific geographic
location. The flexibility of XMPP also supports the potential for future expansions or
adaptations as the requirements of the V2I communication system evolve. Refer to Figure 6
for XMPP architecture.



Smart Cities 2023, 6 2688

Smart Cities 2023, 6, FOR PEER REVIEW    9 
 

3.1.4. Extensible Messaging and Presence Protocol 

XMPP is an XML-based protocol designed for real-time, extensible communications. 

Originally designed for communication on the internet with ample resources, XMPP has 

now found relevance in the field of IoT applications owing to its distinctive attributes [56]. 

The protocol’s decentralised architecture promotes heterogeneous and federated commu-

nication by facilitating seamless communication between servers and clients. XMPP also 

support the publish-subscribe communication model, facilitating the simultaneous broad-

casting of messages to multiple nodes [57]. The extensibility and decentralised character-

istics present distinct advantages in V2I communication, enabling the management of di-

verse communication services, including real-time traffic monitoring, as noted by Hayes 

and Omar [58]. XMPP could enable immediate communication of safety alerts or evacua-

tion instructions from central control units to all vehicles in a specific geographic location. 

The flexibility of XMPP also supports the potential for future expansions or adaptations 

as the requirements of the V2I communication system evolve. Refer to Figure 6 for XMPP 

architecture. 

 

Figure 6. XMPP architecture. 

3.1.5. Advanced Message Queuing Protocol 

AMQP is an open-standard application layer protocol designed and tailored to sup-

port communication in a distributed environment [59]. AMQP supports various messag-

ing models such as point-to-point, publish-and-subscribe, and request-reply, providing 

flexibility in designing distributed systems and enabling effective message-based commu-

nication. The core feature of AMQP is the guaranteed delivery of messages with its store-

and-forward feature that ensures reliability [60]. This utilitarian feature is paramount in a 

V2I communication environment where real-time messages are important for the success-

ful operation of the entire system. Refer to Figure 7 for AMQP architecture. 

Figure 6. XMPP architecture.

3.1.5. Advanced Message Queuing Protocol

AMQP is an open-standard application layer protocol designed and tailored to support
communication in a distributed environment [59]. AMQP supports various messaging mod-
els such as point-to-point, publish-and-subscribe, and request-reply, providing flexibility in
designing distributed systems and enabling effective message-based communication. The
core feature of AMQP is the guaranteed delivery of messages with its store-and-forward
feature that ensures reliability [60]. This utilitarian feature is paramount in a V2I communi-
cation environment where real-time messages are important for the successful operation of
the entire system. Refer to Figure 7 for AMQP architecture.
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3.1.6. HTTP REST

Representational State Transfer (REST), often referred to as HTTP REST, is an architectural-
style protocol widely employed in web development [61]. It adheres to the principle of
statelessness, where every HTTP request includes all the essential information needed
to comprehend and handle the request. REST employs GET, POST, PUT, and DELETE
methods for various operations. This protocol is well suited for scenarios where a vehicle
node periodically requests information from a server or sends occasional updates. Hireche,
Dennai, and Kadri [62] present a GET method to disseminate and visualise real-time traffic
data over REST vehicle web service. This architecture is characterised using clear client-
server segregation, with the client handling the user interface and experience and the server
managing data [63]. Refer to Figure 8 HTTP REST Architecture.
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3.1.7. WebSocket

Established by the Internet Engineering Task Force (IETF) in 2011, WebSocket facilitates
continued full-duplex communication over a single TCP connection. Initially designed
for web servers and web browsers, WebSocket has gained increasing popularity in IoT
applications [64,65]. Contrasting HTTP’s request-response model, WebSocket supports
both the request-respond and publish-subscribe model using real-time data transfer, thus
enabling servers to provide continuous updates to clients via an ongoing WebSocket
connection. This dynamic capability is particularly important in IoT applications and is
integral for V2I applications requiring sustained data exchange for real-time analytics and
decisions. The real-time data transfer capability of WebSocket is particularly valuable in
V2I use cases requiring bi-directional communications and interaction between vehicles
and infrastructural elements like roadside units or traffic control centres [66].

For instance, WebSocket is suitable for facilitating instantaneous relay of traffic light
status to oncoming vehicles, enabling them to adjust their speed or plan alternate routes,
thereby improving traffic efficiency and safety. Refer to Figure 9a for publish and sub-
scribe architecture, Figure 9b for request and respond architecture, and Table 1 for the
characteristics of application layer protocols.
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3.2. Transport Layer

The Transport Layer plays a crucial role in ensuring the successful delivery of data
packets to the destination. The Transmission Control Protocol (TCP) and User Datagram
Protocol (UDP) are the two traditional transport protocols. TCP is a reliable, connection-
oriented protocol that guarantees the delivery of data packets to the intended destination. It
is a heavyweight protocol with high packet overhead. Conversely, UDP is a connectionless
protocol that lacks reliability in data transmission. While UDP does not provide guaranteed
packet delivery, it is known for its speed and is used for applications that can tolerate packet
loss during transmission. With the introduction of innovative transport protocols like
SCTP [67], DCCP [68], and QUIC [69], the transport layer has attracted significant research
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interest. Additionally, there have been efforts focused on the performance optimisation
of traditional transport protocols [70] as well as congestion and error control [71]. The
development of new protocols and upscaling of the traditional transport layer protocols
are crucial in enabling reliable and efficient communication in the rapidly evolving IoT
paradigm.

Table 1. Characteristics of application layer protocols.

CoAP MQTT HTTP REST AMQP XMPP WebSocket DDS

Transport UDP TCP TCP TCP TCP TCP TCP/UDP

Security DTLS SSL TLS TLS TLS SSL/TLS SSL/TLS

Model Req-Rep Pub-Sub Req-Rep Pub-Sub Pub-Sub
Req-Rep Pub-Sub Pub-Sub

QoS Yes Yes No Yes No No Yes

Architecture Style Client-Server Broker Client-Server Broker Client-Server Client-Server Distributed

Interoperability Yes Yes Yes Yes Yes Yes Yes

Scalability Yes Yes Yes Yes Yes Yes Yes

Dynamic Discovery Yes No No No NA No Yes

3.2.1. Datagram Congestion Control Protocol

In 2006, DCCP [68] was standardised by IETF to support applications that require
timely delivery of data packets, an inherent feature of UDP, also benefiting from the
congestion control mechanisms of TCP. DCCP aims to reduce network congestion while
enabling speedy data transfer between nodes. It achieves this by offering an unreliable flow
of datagrams with congestion control mechanisms in place. DCCP is specifically designed
to cater to applications like streaming media, online multiplayer games, and Voice over IP
(VoIP) services. These applications can tolerate certain data loss but are sensitive to delays,
making them suitable for application in IoT communication.

3.2.2. Steam Control Transmission Protocol

SCTP was initially designed for VoIP and telephony services and standardised in 2007;
SCTP is a transport layer protocol developed to address limitations inherent in TCP and
UDP [72]. It is distinguished by its multi-streaming and multi-homing capabilities, along
with the capability to support multiple IP addresses per association. Consequently, these
unique facets have propelled the expansion of SCTP into a wider array of applications,
augmenting its significance and relevance in the IoT communication landscapes [73].

3.2.3. Quick UDP Internet Connection

The QUIC protocol was developed by Google in 2013 specifically to enhance the
efficiency and effectiveness of web applications [74]. QUIC is a purpose-built protocol that
prioritises low-latency and secure data transfer across a network. It achieves this objective
by leveraging UDP as its underlying transport protocol and features similar techniques,
such as connectionless communication and header compression. QUIC integrates various
functionalities, including encryption, multiplexing, and connection migration, to enhance
the efficiency, reliability, and security of data transfer. Its effectiveness in reducing latency
and enhancing the overall user experience has garnered significant attention, especially in
applications that necessitate real-time communication and low-latency transmission. In
addition, QUIC boasts advanced congestion control mechanisms and rapid packet loss
recovery techniques, contributing to optimised network performance [75]. These unique
functionalities maintain and preserve connection continuity during hand-off, making the
protocol particularly desirable in the V2I communication landscape.
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3.3. Internet Layer

The Internet layer, often referred to as the network layer, plays a pivotal role in the
TCP/IP protocol stack. The Internet Protocol (IP) holds paramount significance at this layer.
The layer’s fundamental role entails facilitating the transmission and reception of data
packets across interconnected networks, encompassing tasks such as packet forwarding,
logical addressing, routing and error handling. Unlike connection-oriented protocols, the
IP protocol operates in a connectionless manner, foregoing the use of acknowledgements
or connection establishment. These responsibilities are delegated to the protocols situated
above and below its layer. Consequently, the IP protocol is sometimes perceived as lacking
reliability on its own [48]. Nevertheless, the IP protocol remains indispensable in today’s
communication landscape, particularly considering the proliferation of networked devices.

The surge in Internet connectivity and IoT deployments has impacted the availability
of Internet Protocol version 4 (IPv4) addressing schemes. As a result, IPv4 has exhausted
its available addresses for internet nodes. To mitigate this issue, the IETF has introduced a
new version, Internet Protocol Version 6 (IPv6) [76]. In addition to the introduction of IPv6
as a solution for addressing the shortage, several protocols have been developed to support
efficient communication in constrained networks. IPv6 over Low-Power Wireless Personal
Area Networks (6LowPAN), Routing Protocol for Low-Power, and Lossy Networks (RPL)
are notable protocols in IoT’s Internet layer to support efficient transmission and routing in
a resource-constrained environment, respectively.

3.3.1. Low-Power Wireless Personal Area Networks

6LowPAN is an IETF standard facilitating the integration of low-power devices into
the IoT communication paradigm by transmitting IPv6 packets over low-power wireless
networks [77]. Providing support to address the challenges posed by resource-constrained
devices by employing efficient packet and header compression techniques, effectively
reducing overhead [78]. In addition, IPv6 incorporates adaptation and fragmentation mech-
anisms to handle packet loss and variable link quality in low-power nodes. By optimising
data transmission and network efficiency, 6LowPAN facilitates the seamless integration
of IoT devices with limited resources into the larger IPv6-based network infrastructures.
6LowPan is easily adaptable to an increase in the number of nodes in a network, making it
a suitable, easy choice for V2I communications.

3.3.2. Routing Protocol for Low-Power and Lossy Networks

RPL is a distance-vector routing protocol designed specifically for low-power and
lossy networks (LLNs) to support efficient packet routing and reliable paths from source to
destination. It is one of the initiatives observed by the IETF to solve the unique communica-
tion needs of LLNs. These networks have a unique set of characteristics, including a limited
power supply (often battery-powered), high loss rates, low data rates, and a large number
of devices. [79,80]. LLNs are typically used in sensor networks, smart transportation, smart
grid, home and building automation, industrial monitoring, and a host IoT application.

4. Survey of Network Protocols

The computing limitations of IoT devices have received extensive attention from academia
and industry. These efforts have resulted in the development of several lightweight protocols
to compensate for the constrained nature of IoT devices [81]. As a result, several application
layer protocols have been developed to support communication in IoT networks, each with
a unique and problem-specific communication solution. Various studies have employed
a range of methodologies, including experiments [82,83], simulations [84], and testbed
implementation [85], to compare the performance of various protocols. These evaluations
used several performance metrics such as bandwidth consumption, efficiency, energy con-
sumption, latency, reliability, Round Trip Time (RTT), upload and download time, average
response time, and throughput. With these metrics, more emphasis has been placed on
investigating timeliness in the IoT application layer.
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Mijovic, Shehu, and Buratti [81] performed an experiment by comparing the perfor-
mance of three application layer protocols, CoAP, WebSocket, and MQTT, using different
Internet connections. Protocol efficiency and RTT were the measured metrics. Their experi-
ment showed that CoAP achieved the highest protocol efficiency and the lowest average
RTT, closely followed by WebSocket. The performance of MQTT depended on QoS profiles.
QoS1 generally achieved better RTT. Another set of comparisons was conducted via an
experiment by Tandale, Momin, and Seetharam [82]. They measured the performance
metrics of CoAP, MQTT, and REST HTTP using time and bandwidth consumption on a
4G cellular network with a speed of 6 Mbps and an Internet broadband connection with
a speed of 50 Mbps. Their results showed that CoAP is faster among the protocols when
transmitting payloads less than 10 kb. MQTT and CoAP outperformed REST HTTP when
sending smaller payloads. With larger payloads, REST HTTP became the faster protocol.
Additionally, the experiment showed bandwidth consumption is equally reduced in CoAP
and MQTT when transmitting smaller payloads. With an increase in Payloads, REST
HTTP consumed less bandwidth. Assessing these protocols over a 4G cellular network is
favourable for CoAP and MQTT in V2I communications use cases requiring the broadcast
of smaller payloads. In Babovic, Protic, and Milutinovic [86], the transmission latency
and throughput of various sensor data sizes and formats were studied using AMQP, DDS,
MQTT, and XMPP over the web with MQTT outperforming the other protocols in latency.
Another experiment was observed by Kayal and Perros [87]; their study measured and
compared the RTT for different loads using CoAP, MQTT, XMPP and WebSocket. CoAP
and MQTT showed better response times.

In another study, Ghotbou and Khansari [88] performed an analytical comparison
between AMQP, CoAP, DDS, MQTT, MQTT-SN, XMPP, WebSocket, HTTP/1.1, HTTP/2.0,
and RTP to investigate the most suitable IoT protocol for video transmission over LLN.
Their comparative analysis showed that CoAP is the most appropriate protocol for video
transmission due to its associated transport protocol (i.e., UDP), which supports best-effort
packet delivery. A comparison between CoAP, MQTT, XMPP, and AMQP was observed
by Sharma and Gondhi [12]; their study revealed that CoAP, AMQP, and XMPP ensure
reliability by some built-in features. In addition, AMQP and XMPP both benefit from the
reliability provided by their associated transport protocols, e.g., TCP. On the other hand,
reliability is provided using the various QoS in MQTT. Their research further showed
that CoAP, MQTT, and XMPP all support real-time communication, while AMQP does
not. + A study by Chaudhary, Peddoju, and Kadarla [89] compared the performance of
AMQP, MQTT, and CoAP and found that MQTT exhibited high packet overhead, especially
in 3G networks due to QoS requirements. At high message volumes, MQTT delivered
superior throughput, while CoAP and MQTT (QoS 1 and 2) maximised bandwidth usage.
Furthermore, Gupta [90] conducted a comparative study of CoAP, MQTT, WebSocket,
XMPP and AMQP to ascertain the most reliable protocol using better power usage and
latency. CoAP and MQTT performed better when transmitting smaller messages, while
AMQP and MQTT are in the pole position for QoS reliability, and XMPP and AMQP lead
in security. Al-Qassab and Aal-Nouman [91] conducted a simulation study to compare the
most power-efficient protocol for wireless sensor networks using CoAP and MQTT-SN.
The results showed that CoAP consumed less power. Timeliness and reliability have also
received much research attention at the application layer. While V2I will certainly benefit
from this research, more effort is required to investigate other factors like security.

In the transport layer, TCP and UDP are the most prevalent protocols; their limitation
in the IoT paradigm has brought about the introduction of QUIC, SCTP, and DCCP as
promising alternatives. These protocols offer improvements in ACK, connection manage-
ment, and cryptographic integration. QUIC shows potential with flexible deployment
and promising performance [92]. AL-Dhief et al. [93] conducted a study comparing the
performance of TCP and UDP under varying conditions using simulations to analyse two
scenarios: varying bandwidth with a fixed packet size and varying packet size with a fixed
bandwidth. The key metrics used for performance evaluation included end-to-end delay,
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throughput, packet delivery ratio, and packet loss ratio. Their findings indicated that TCP
consistently outperforms UDP across all metrics in both scenarios, thereby demonstrating
its greater reliability.

Similarly, Wheeb [94] conducted an in-depth comparative study of the performance
of transport protocols, including UDP, DCCP, SCTP, and TFRC (TCP-Friendly rate con-
trol), within a wired network environment. Their findings indicated that SCTP generally
outperformed its counterparts in terms of throughput. However, for video streaming,
TFRC demonstrated superior performance. This edge is attributed to its association with
the UDP transport, which provides a TCP-style congestion control solution suitable for
multimedia and interactive applications that demand low-latency and consistent data
delivery. Furthermore, DCCP was found to have the least end-to-end delay in data traffic
transmissions, whereas UDP exhibited better performance in video streaming scenarios.
The evidence from this study suggested that for high throughput and reliable transport
requirements, SCTP and TFRC could be the optimal choices. In another study, Sahraoui
et al. [95] conducted a simulation to compare the performance of TCP and UDP for video
streaming in VANET, examining metrics like throughput, packet delivery ratio, end-to-end
delay, and Peak Signal-to-Noise Ratio (PSNR). Their results showed that UDP offers supe-
rior throughput and lower end-to-end delay in comparison to TCP due to the absence of
congestion control, making it potentially beneficial for real-time video streaming despite its
relative unreliability. However, TCP’s retransmission technique results in a slightly better
packet delivery ratio.

Park and Koh [96] compared the performance of SCTP and TCP using throughput,
traffic competition, and multi-homing. Their results showed that TCP outperforms SCTP
with small data sizes, but SCTP surpasses TCP with larger sizes. Both protocols compete
fairly in traffic handling, and SCTP’s multi-homing offers faster data transmission and better
throughput compared to its single-homing. Performance comparison of modified QUIC
(ModQUIC), QUIC, and TCP was carried out by Kharat and Kulkarni [97], and ModQUIC
produced superior performance both in throughput, delay, and loss rate, demonstrating
better network performance overall, particularly with maximised bandwidth utilisation. In
addition, ModQUIC and QUIC outperformed TCP in packet loss rate, even in lossy links.

Patel, Chatbar, and Shah [98] highlighted the performance factors of IPv4 and IPv6.
Address space, throughput, security, and jitter values were examined, highlighting the
advantages of IPv6 over IPv4, including efficient routing, simplified configuration, built-
in IPsec security, and support for new services and mobility. In another study, Sandur
and Giri [99] compared the performance of 6LoWPAN-CoAP and RPL-CoAP, evaluating
average latency and Packet Delivery Ratio (PDR). Both protocols saw improved PDR,
but RPL-CoAP outperformed 6LoWPAN-CoAP in latency. In a similar study, Mahmud
et al. [100] investigated the pairing of RPL-CoAP and 6LoWPAN-CoAP protocols. Their
study showed that RPL-CoAP surpassed the 6LoWPAN-CoAP combination in received
packets, suggesting that the former is a superior option for efficient IoT communication.
Table 2 shows a comparative analysis of IoT protocol from the application, transport, and
Internet layer in the literature, highlighting performance metrics and the best-performing
protocols from the analysis.
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Table 2. Performance evaluation of network protocol.

Authors Year Network Protocol
Analysed

Experiment Setup and
Testbed Environment Performance Metrics Best-Performing

Protocol

APPLICATION LAYER

Mijovic et al. [82] 2016 CoAP, MQTT, and
WebSocket

STM32F411RE, ESP8266, Wi-Fi, and
ARM-Mbed

Protocol efficiency and
RTT CoAP

Babovic et al. [85] 2016 AMQP, DDS, MQTT, and
XMPP

Wi-Fi, Adobe Flash, HTML5, and
Microsoft Silver

Latency and Throughput
Server Utilisation MQTT

Tandale et al. [83] 2017 CoAP, MQTT, and HTTP
REST

4G and Broadband
Raspberry Pi
Aiocoap, Django
& Mosquitto.

Bandwidth Consumption and
Upload and Download time CoAP

Kayal and Perros [87] 2017 CoAP, MQTT, XMPP,
and WebSocket

Eclipse Mosquitto, Hivemq, Openfire
Server, Paho Python Client, and Smack
Client

Average response Time
Server Utilisation CoAP

Chaudhary et al. [89] 2017 CoAP, MQTT, and
AMQP

Raspberry Pi, Wi-Fi, and Wireless
RabbitMQ, Mosquitto broker, Libcoap
server, Wireshark. Python and C

Packet Overhead, Message
throughput, and Bandwidth
Utilization

MQTT and CoAP

Sharma and Gondhi [12] 2018 AMQP, CoAP, MQTT,
and XMPP Secondary data Reliability

Real-Time communication CoAP

Ghotbou and Khansari
[88] 2021

AMQP, CoAP,
DDS, MQTT, MQTT-SN,
XMPP, WebSocket,
HTTP/1.1/2.0, and RTP

Secondary Data Video Streaming CoAP

Bansal and Priya [84] 2021 MQTT and CoAP Cooja simulator, NS-3, and OMNeT++ IoHT environment

Al-Qassab, and
Aal-Nouman [91] 2022 CoAP and MQTT-SN Wireless Sensor Networks,

Contiki-O, and Cooja Power consumption CoAP
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Table 2. Cont.

Authors Year Network Protocol
Analysed

Experiment Setup and
Testbed Environment Performance Metrics Best-Performing

Protocol

TRANSPORT LAYER

Park and Koh [96] 2008 SCTP and TCP Linus Throughput, Multi-homing. TCP

Wheeb [94] 2017 UDP, DCCP,
SCTP, and TFRC Wired Network and NS 2 Throughput, End-to-End

Video Streaming

SCTP
DCCP
UDP

Sahraoui et al. [95] 2018 TCP and UDP VANET, NS 2, and SUMO
Throughput, Packet Delivery
Ratio, End-to-End Delay, and
PSNR.

UDP

AL-Dhief et al. [93] 2018 TCP and UDP NS-2

Bandwidth, End-to-End Delay,
Throughput, Packet Delivery
Ratio, Packet Size, and Packet
Loss Ratio.

TCP

Kharat, and Kulkarni
[97] 2019 QUIC, Mod QUIC, and

TCP Wi-Fi and Client-server model Throughput, delay, and loss
rates. ModQUIC

INTERNET LAYER

Patel et al. [98] 2014 IPv4 and Ipv6 Secondary data Address space, Throughput,
Security, and Jitter value Ipv6

Mahmud et al. [100] 2019 6LoWPAN-CoAP and
RPL-CoAP Cooja and Ubuntu OS

Received packets, simulation
time, and communication
range.

RPL-CoAP

Sandur and Giri [99] 2022 6LoWPAN-CoAP and
RPL-CoAP Ubuntu OS and Cooja Average Latency and Packet

Delivery Ratio RPL-CoAP
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5. Methodology

Significant advancements have been made in the field of IoT networking concepts
due to the extensive array of applications and use cases; IoT networking protocols have
evolved into a vibrant research area influenced by their diverse characteristics [101]. Con-
sequently, considerable studies have been dedicated to evaluating and comparing the
effectiveness of various IoT and related protocols. This study has adopted a simple but
effective methodology by conducting a literature survey to carefully select publications re-
lated to networking protocols for constrained devices. To gather pertinent literature within
this study domain, our literature screening and selection were focused on protocols at the
application, transport, and Internet layers of the IoT protocol suite. The selection process
prioritised publications that directly compared the performance of different protocols, as
these studies provide valuable insights into the strengths and weaknesses of each protocol.
Additionally, publications that examined the fundamental functions and design purposes
of the protocols were included in the survey.

DQ is integral to the success and broad adoption of the IoT paradigm [6]. Recognising
this paramount importance, the second phase of this study focuses on identifying the protocols
capable of satisfying our study-specific DQ dimensions. This was achieved by performing an
exhaustive evaluation and analysis of the performances of each of the selected protocols [102].
In following this course, we hoped to distil the sets of protocols that not only meet but
optimally satisfy our study-specific DQ dimensions for V2I applications and use cases. To
achieve this, we conducted a mapping exercise, linking each of the protocols’ design objectives,
performance evaluations and inherent characteristics to our study-specific DQ dimensions.
This crucial step was carried out to assess the strengths, suitability, and limitations of the
protocols and to establish a clear correlation between the capabilities of each protocol and
their potential to fulfil the communication requirements in IP-based V2I interactions, thereby
laying the groundwork for a use-case -driving approach in V2I.

6. Findings and Discussion
6.1. Mapping

Each protocol within the protocol suite plays a specific and pivotal role in the overall
network performance, with combined responsibilities ranging from formatting, managing,
routing, forwarding, and receiving data packets between nodes. Ensuring communication
efficiency in a multifaceted V2I communication landscape requires each protocol to perform
optimally to ensure reliable data transmission across diverse use cases, e.g., beacon message
broadcasting [103]. It’s imperative to understand the most suitable protocols for V2I commu-
nications within the context of DQ. In achieving this, mapping the protocols to our identified
DQ dimensions is essential in identifying: 1. The most suitable protocols to deploy in specific
use cases. 2. Providing a structured way to effectively manage the layered suite to achieve
efficiency in data transmission, and 3. Making it easier to pinpoint areas for optimisation
which leads to an operational improvement in the overall performance of the network.

This mapping can act as a blueprint to support network engineers and managers working
on V2I systems in deploying IoT devices within traffic infrastructures, providing a useful guide
in selecting the most suitable protocols based on their identified DQ requirements inherent
in their specific V2I use-case, such as traffic light managements requiring XMPP protocol to
communicate traffic light information to upcoming traffic simultaneously, the application of
MQTT to timely update the availability of parking space in a smart parking scenario, the use
WebSocket to continually communicate real-time traffic information and the use of SCTP to
support vehicle infotainments by reliable streaming multimedia data. In addition, software
developers can also leverage this mapping when designing IoT applications, as observed
in [104], providing them with a detailed understanding of how different protocols may impact
their application’s performance. Another useful application is that this research can provide a
support framework for policy formation and standardisation when setting guidelines for IoT
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protocol development and deployments, ensuring that protocols are optimised for the IoT
paradigm’s diverse and evolving communication demands.

In a broader sense, this research can stimulate networking communication innovations
to support V2I communication ecosystems by providing a clear understanding of the
strengths and weaknesses of various IoT protocols, which could lead to more robust and
efficient V2I systems, enhancing safety, improving traffic management, and ultimately
paving the way for fully autonomous driving systems. Refer to Table 3 for the mapping of
DQ dimensions against the various protocols.

6.2. Data Quality Acting as a Complement of Quality of Service

It is worth noting that this mapping has shown an overlap between DQ and QoS with a
shared objective of enhancing the performance of networked applications and services. These
two concepts have shared attributes such as accuracy, availability, completeness, reliability,
and timeliness [105]. QoS focuses on managing network traffic efficiency, resource allocation,
and error handling to satisfy expected performance for various applications and use cases.
Most Application layer protocols investigated in this study support QoS with the exception of
HTTP REST, XMPP, and WebSocket, while at the Transport layer, TCP and SCTP support QoS,
and the Internet layer supports QoS mechanism by default with the help of Ipv6. However,
while QoS levels supported at these layers may be sufficient for specific IoT applications and
use cases, the existing QoS levels and specific configurations need further investigation to
satisfy the communication standards required in some V2I use cases.

The focal point of DQ, on the other hand, is “content suitability”, which encompasses
the assurance that data transmitted via various protocols aligns with the expected standards
necessary for reliable decision-making processes and applications. Within the context of
data transmission in IP-based communication using the IoT protocol stack, the intersection
of QoS and DQ is evident, as mentioned earlier. QoS mechanisms available in various
layers of the IoT protocol stack, depending on the type of protocol deployed, play a pivotal
role in maintaining and managing the data flow and ensuring end-to-end delivery while
supporting various DQ dimensions. For instance, prioritisation mechanisms [106,107]
enable the delivery of time-critical data with high accuracy, meeting accuracy and time-
liness dimensions, while retransmission mechanisms ensure reliability. The interfacing
of these two concepts will collectively bolster efficiency and reliability in IP-based V2I
communications.

6.3. Discussion

CoAP and MQTT protocols notably distinguish themselves within this multifaceted
landscape, largely owing to their broad research base and wide deployments. From our
in-depth analysis, both protocols satisfactorily address five of our specified ten dimensions,
including Availability, Completeness, Consistency, Data Integrity, and Reliability. The
successful adherence to these critical DQ dimensions has effectively positioned CoAP
and MQTT as the predominant protocols in the application layer for V2I communication
scenarios. However, their prevalence is not a testament that they are the ultimate solution.
Rather, it indicates the efficacy of these protocols at their domiciled layer. They possess a
unique characteristic that is beneficial to V2I systems. Nonetheless, acknowledging that they
can fulfil only five of the ten dimensions effectively either due to their design, leveraging the
capabilities of their associated transport protocol, or other mechanisms infer the importance
of employing a variety of other methodologies, e.g., cross-layer approach [108,109] to
compensate for other dimensions. For example, the reliability of data is one of the most
coveted dimensions in IoT communications and is predominantly supported by layers
underneath the application layer, the path layers (network and transport layer), and the link
layers (data link and physical layer) [110]. Protocols such as MQTT and CoAP effectively
support reliability due to mechanisms present in the protocols [111]. This is a testament
to the heterogeneous and complex nature of V2I communication, which necessitates a
versatile mix of protocols for optimal performance.
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Table 3. Dimensions of DQ against IoT protocols.

Application Layer Transport Layer Internet Layer

DQ Dimensions AMQP CoAP DDS MQTT XMPP HTTP REST WebSocket TCP UDP QUICK DCCP SCTP Ipv6 RPL 6LoWPAN

Availability
√ √ √ √ √ √ √ √ √ √

Data Accuracy
√ √ √ √ √

Completeness
√ √ √ √ √ √

Confidentiality
√ √ √ √

Consistency
√ √ √ √ √ √ √ √

Data Integrity
√ √ √ √ √ √ √ √ √

Reliability
√ √ √ √ √ √ √ √ √ √ √

Timeliness
√ √ √ √ √ √ √

Traceability

Validity
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In the transport layer, TCP has always been a dominant force. The inherent charac-
teristics of reliability, guaranteed packet delivery, and error-checking ensure relevance,
which has earned the trust of numerous developers. UDP, on the other hand, offers an
effortless ‘fire and forget’ transmission model which excels in availability due to its con-
nectionless nature and timeliness, making it a suitable choice for use cases like Emergency
Vehicle Pre-emption [85] where low overhead and latency are prioritised. In addition,
DCCP mirrors UDP’s connectionless architecture but further augments it with a built-in
congestion control mechanism, making it a promising candidate for streaming media feeds.
Paralleling the features of UDP, the QUIC protocol offers superior performance under
various metrics TCP is known for [112], making it a viable choice for a plethora of V2I
applications. Leveraging the strengths of both TCP and UDP, SCTP uniquely combines
these traditional protocols to create a distinctive transport layer solution. The efficacy of
SCTP among its peers in addressing five of our DQ dimensions is largely attributed to
its inherent multipath, multi-homing, and multi-streaming capabilities [113], which can
significantly enhance the reliability, efficiency, and robustness of V2I communications.

The multipath capabilities ensure uninterrupted data flow between V2I nodes, even
under challenging network conditions. This feature is particularly important for real-time
traffic management, enabling smooth data transmission. The multi-homing feature allows
vehicles to maintain a sustained connection with multiple infrastructures simultaneously,
increasing reliability. This is especially beneficial for safety-critical applications like collision
detection and avoidance. Finally, the multi-streaming capability can enable the transfer of
diverse data types in separate streams, enhancing data delivery efficiency. This capability
can significantly improve the performance of use cases that involve the exchange of a
variety of data, such as traffic information, vehicle telemetry, and multimedia data. V2I
communications necessitate high availability and timely and reliable packet delivery, even
under challenging network conditions. These are key characteristics the transport layer
protocols should effectively support that are beneficial to the numerous use cases and
are particularly beneficial to smart traffic signal coordination [114,115]. Finally, as earlier
discussed in Section 3, 6LoWPAN is specifically designed to enable IPv6 packets to be
transmitted while RPL provides routing functionalities for IPv6 packets over constrained
networks. These protocols underscore their critical role in maintaining robust V2I com-
munication by satisfying three critical DQ dimensions: availability, confidentiality and
reliability.

7. Conclusions

Despite the unique capabilities of the various protocols within our tri-layered study,
there exists a gap in the traceability and validity dimensions. Addressing these gaps would
involve incorporating additional methodologies, such as logging and monitoring systems,
data validation rules and implementing anomaly detection techniques. Furthermore,
adopting a cross-layer fusion approach by leveraging the synergy between protocols and
layers, such as network conditions from the Internet layer, can enhance validity checks in the
application layer. While all these approaches can potentially improve DQ across all layers,
they could also lead to potential violations of the existing layered architecture principles.
Thus, these strategies might introduce trade-offs, such as increased computational overhead
or system complexity. Hence, achieving an optimal balance between DQ, security, system
performance and efficiency in a protocol fusion approach is a compelling future research
direction.
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3G Third Generation
4G Fourth Generation
6LowPAN Pv6 over Low-Power Wireless Personal Area Networks
ACK Acknowledgement
AMQP Advanced Message Queuing Protocol
C-ITS Cooperative Intelligent Transportation System
C-V2X Cellular Vehicle-to-Everything
CoAP Constrained Application Protocol
DCCP Datagram Congestion Control Protocol
DDS Data Distribution Service
DNS Domain Name Server
DQ Data Quality
DSRC Dedicated Short-range Communication
FTP File Transfer Protocol
GNSS Global Navigation Satellite System.
HTTP Hypertext transfer protocol
IETF Internet Engineering Task Force
IoT Internet of things
IP Internet Protocol
IPv4 Internet Protocol version 4
IPv6 Internet Protocol version 6
LLNs Low-Power and Lossy Networks
M2M Machine-to-Machine
MANET Mobile Ad Hoc Network
ModQUIC Modified Quick UDP Internet Connections
MQTT Message Queuing Telemetry Transport
MQTT-SN Message Queuing Telemetry Transport-Sensor Network
PDR Packet Delivery Ratio
PSNR Peak Signal-to-Noise Ratio
QoS Quality of services
QUIC Quick UDP Internet Connections
REST Representational State Transfer
REST Representational State Transfer
RPL Routing Protocol for Low-Power and Lossy Networks
RTT Round Trip Time
SCTP Stream Control Transmission Protocol
SMTP Simple Mail Transfer Protocol
STD Spatial-Temporal Data
TCP Transmission Control Protocol
TCP/IP Transmission Control Protocol/Internet Protocol
TFRC TCP-Friendly Rate Control
UDP User Datagram Protocol
V2I Vehicle-to-Infrastructure
V2V Vehicles-to-Vehicles
V2X Vehicle-to-Everything
VANET Vehicular Ad Hoc Network
XMPP Extensible Messaging and Presence Protocol
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