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Abstract: The smart grid optimises energy transmission efficiency and provides practical solutions
for energy saving and life convenience. Along with a decentralised, transparent and fair trading
model, the smart grid attracts many users to participate. In recent years, many researchers have
contributed to the development of smart grids in terms of network and information security so
that the security, reliability and stability of smart grid systems can be guaranteed. However, our
investigation reveals various malicious behaviours during smart grid transactions and operations,
such as electricity theft, erroneous data injection, and distributed denial of service (DDoS). These
malicious behaviours threaten the interests of honest suppliers and consumers. While the existing
literature has employed machine learning and other methods to detect and defend against malicious
behaviour, these defence mechanisms do not impose any penalties on the attackers. This paper
proposes a management scheme that can handle different types of malicious behaviour in the smart
grid. The scheme uses a consortium blockchain combined with the best-worst multi-criteria decision
method (BWM) to accurately quantify and manage malicious behaviour. Smart contracts are used
to implement a penalty mechanism that applies appropriate penalties to different malicious users.
Through a detailed description of the proposed algorithm, logic model and data structure, we show
the principles and workflow of this scheme for dealing with malicious behaviour. We analysed the
system’s security attributes and tested the system’s performance. The results indicate that the system
meets the security attributes of confidentiality and integrity. The performance results are similar to
the benchmark results, demonstrating the feasibility and stability of the system.

Keywords: blockchain; smart grid; security; network management system; smart contract

1. Introduction

In recent years, the smart grid concept has been noticed by many researchers. It is an
electricity network that integrates technologies, including advanced metering infrastructure
(AMI), energy cyber-physical systems (CPSs), and microgrids [1]. Broadly, smart grids can
balance the needs of any user (supplier and consumer) to provide sustainable, economic
and secure electricity supply efficiently. The advantages of smart grids are eliminating
the monopoly of conventional electricity suppliers and enabling decentralised control and
communication of autonomous distribution networks [2,3]. At the same time, the diverse
resources in the smart grid ensure the continuity of power supply through alternate and
cooperative supply, which also helps to reduce transmission losses, stabilise power supply,
and prevent mass blackouts.

As a security technology applied in the smart grid, blockchain was originally pro-
posed as a decentralised data ledger by Nakamoto [4]. It is a ledger with distributed
ownership that allows information to be shared transparently across the network. In the
blockchain, data information, such as transaction information is encapsulated into blocks
by a consensus mechanism, and each block includes a timestamp, random number and
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hash value, which makes the content of the block tamper-proof and immutable. With these
features, blockchains are often used in smart grids to ensure data integrity, confidentiality
and availability.

A comprehensive survey of blockchain applications in smart grids through our pub-
lished papers [5] reveals that the majority of contributions to the adoption of blockchain
technology focus on security and privacy issues in smart grids. In a smart grid environment,
security and privacy issues can be largely solved by the blockchain’s inherent characteristics.
For instance, Agung and Handayani [6] utilised Ethereum to manage transactions in the
smart grid, where the POW consensus mechanism assures the integrity of the transactions.
Khattak [7] created a smart grid power trading system that provides privacy for smart grid
transactions by using smart contracts. Guan [8] classifies and tags users into several groups;
each group uses a private blockchain to record its members’ data and uses pseudonyms
instead of groups to conceal users’ identities and maintain the groups’ internal privacy.

However, through the descriptions in [9], trust is a complex concept, and there is
no clear consensus on this in the scientific literature. The trust issues to be considered
involve not only the objects of trust, such as user-to-user trust and user-to-system trust,
but also need to be evaluated at different levels of trust (e.g., physical devices, network
access, distributed networks, applications and interfaces). Malicious behaviour is one of the
factors that break the trust between users in the smart grid; it is a threat to the stability and
reliability of the system environment, the transaction process and the supply process. These
threats affect honest users in the smart grid, leading to less motivated participation [10].
We reviewed the existing literature dealing with malicious behaviour.

Jianbin’s GridMonitoring [11] proposes an electricity usage monitoring system using
a combination of sovereign blockchain and smart contracts to solve the problem of user
distrust of electricity usage readings. The smart contract in the system implements access
control to hold defaulters in transactions accountable and penalise them while also alerting
honest users. Jennath in [12] proposes the use of Bayesian inference methods to estimate
the trustworthiness of each decision node in a network based on event decisions. And
blockchain is used as a tool to implement node authorisation, access control, and distributed
storage. The proposed approach can curb the frequency of malicious behaviour reports by
isolating bad users. In [13], a trust model that can detect untrustworthy nodes in the smart
grid is proposed. The model uses a fuzzy logic trust model to protect the smart grid from
cyberattacks and thus reduce the proportion of malicious nodes. In [14], Aparna proposes
a data analysis scheme that can detect malicious behaviour in blockchain-based smart grid
systems. The scheme prevents malicious data from being recorded as transaction data
in the smart grid system by testing the integrity of the data in real time and classifying
the users. She also proposes an incentive mechanism to obtain malicious activity at the
user end.

Through our review, we found that blockchain technology alone is insufficient to
adequately discipline and counter attackers who initiate malicious behaviour. The contribu-
tions highlighted in the survey aim to ensure the authenticity of system data by addressing
data integrity issues, thereby enabling users to trust system behaviour and data flows, but
do not remove the fear of malicious behaviour from users.

To address the impact of malicious behaviour of users in the smart grid on other
users and to improve the confidence of honest users in the security of other users and
the smart grid, we propose the user management network (UMN) scheme. The scheme
is based on the best-worst multi-criteria decision method (BWM) [15] and Hyperledger
Fabric blockchain technology [16], which quantify various types of malicious behaviours
that may exist in the smart grid based on the level of impact. Since the quantified result
values are measurable and comparable, various penalty levels can be applied to different
malicious behaviours. Meanwhile, the system uses the Hyperledger Fabric architecture,
which provides the following benefits when creating monitoring-driven penalties and
maintaining the trustworthiness of the smart grid:
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¢ Authenticity: Hyperledger Fabric has a built-in public key infrastructure (Fabric
CA [17]) and support for external PKI, supporting authentication and protecting data
integrity. Each user and entity has a unique digital certificate and corresponding
private key that verifies that the identity is legitimate, trustworthy, and has not
been forged.

e Tamper-proof: Once a user’s personal account information (identification and mali-
cious behaviour) has been identified and published to the blockchain, it is permanently
recorded and cannot be tampered with.

¢ Traceability: All penalties imposed on malicious users in the network and any infor-
mation updated into the ledger can be traced.

This study aims to reduce the frequency of malicious behaviour in the smart grid
environment with the following main contributions.

1.  We propose a consortium blockchain-based network management solution for mali-
cious behaviour penalty that intends to limit the frequency of malicious behaviour
by penalising attackers and reducing their propensity to attack. We detail the de-
sign process of the scheme, including the system design architecture, system actions,
operation logic, data flow, and the relevant algorithms to implement the penalties.

2. We provide criteria and methods for the quantitative evaluation of various malicious
behaviours based on BWM, as well as countermeasures to penalise attackers.

The remainder of this paper is organised as follows. Section 2 briefly describes why
we focus on malicious behaviour issues and reviews the gaps in smart grids. In Section 3,
the system design scheme is described in detail, including the proposed framework, the
participating entities, the components that make up the system, and the data structure
of the ledger. Section 4 presents the algorithms and criteria used to quantify malicious
behaviour during the deployment and implementation phases of the scheme. Section 5
provides a detailed description of how the program works. In Section 6, we demonstrate
the confidentiality and integrity of our plans by analysing the security properties. In the
performance evaluation Section 7, we evaluate the throughput and latency of the system.
In Section 8, we discuss the novelty of our scheme by comparing the existing literature.
Sections 9 and 10 summarise the future work and make a conclusion, respectively.

2. Related Work

In a smart grid, electricity can be generated by conventional power plants and users
using small-scale generation facilities (such as solar panels). With the involvement of these
users, there is a two-way choice between suppliers and consumers [18]. The two-way
choice aims to expand user choice and increase transaction flexibility. However, this also
facilitates malicious behaviour. Goel [19] and Abolfazl [20] concluded that the harm caused
by malicious behaviour in the grid (e.g., illegal theft of electrical energy) is irreparable.
Electricity theft through meter bypass, meter tampering, and direct line hookups may
lead to electrical system instability, overloading, or interruption of electricity supply. It
damages devices, causes electrical problems and results in significant financial losses.
Compared to conventional grids, smart grids connected to the internet with the addition
of smart control modules and databases pose additional cyber and information security
issues [21,22]. Gunduz [23] summarises the smart grid’s cybersecurity threats, including
eavesdropping, sniffing, false data injection, masquerading, and jamming spoofing attacks.
These attacks can compromise cybersecurity objectives (confidentiality, integrity, avail-
ability (CIA) [24]), leading to many serious consequences, such as customer information
leakage or infrastructure damage.

Ref. [25] investigates the solutions to address the above malicious behaviours, includ-
ing encryption, authentication, security protocols, security architectures, and other network
countermeasures. These methods are all based on defence and resistance, which can effec-
tively delay the attack or reduce the probability of success of the malicious behaviour, but
they cannot fundamentally avoid or reduce the presence of attackers and the frequency of
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attacks. Attackers will try to come up with various ways to attack, and experts will need
to invest time and resources to figure out how to respond. The best way to minimize or
avoid malicious behaviour is to reduce the attacker’s willingness to attack and increase the
cost of the attack. To achieve this goal, we need to detect and penalise malicious behaviour.
The published research papers contribute many methods for detecting and monitoring
different types of malicious behaviour. We reviewed this literature and formed Table 1.
Based on the detection methods in Table 1, we can penalise malicious behaviours through
accountability [26] or from a legal perspective [27,28].

Table 1. Literature review.

Malicious Behaviour Name and Definition

Literature Review

Electricity Theft: Malicious users lower their billing
costs by reporting false readings.

Ref. [29] presents a model for fraud detection using machine
learning. The model utilises the inner product operation on
encrypted readings to evaluate the machine learning model
for detecting electricity theft.

Transaction Fraud: Trading with illegitimate accounts.

Ref. [30] proposes a security fraud detection model based
on machine learning and blockchain technology. The
model detects transaction fraud by predicting how incom-
ing transactions behave through XGboost and Random Forest
(RF) algorithms.

Meter bypass, meter tampering and direct line
hookups.

Ref. [31] uses linear regression methods to continuously
monitor smart meter data to detect electricity theft. And
they develop an application to monitor the consumer’s
electricity usage.

Data tampering: An attacker tampers the data in a
Phasor Measurement Unit (PMU) packet.

Ref. [32] proposed a randomised time-hopping sequence pro-
tocol. This random time-hopping sequence is generated from
a secret seed shared by the Phasor Measurement Unit (PMU)
and the Phase Data Concentrator (PDC).

Distributed Denial of Service (DDoS): Nodes send
a large number of false data packets or execution
requests to target servers, which result in the denial
of service to legal users.

Ref. [33] introduces multilevel auto-encoder-based feature
learning. Features are generated by unsupervised learning
of multilevel shallow and deep auto-encoders and combined
with an efficient multi-kernel learning (MKL) algorithm to
generate a detection model.

Jamming: By transmitting high-powered radio sig-
nals of the same frequency to jam network opera-
tions.

Ref. [34] develops an intrusion detection system (IDS) to anal-
yse the received signal strength indicator (RSSI) and packet
loss rate (PLR) of 802.11 network traffic in smart grid commu-
nication systems to detect interference attacks.

GPS spoofing: Forging GPS signals to provide wrong
time signals to geographically dispersed Phasor Mea-
surement Units (PMU).

Ref. [35] detects GPS spoofing attacks by monitoring the
change of historical statistics and abrupt change index in Pha-
sor Measurement Unit (PMU) data.

False Data Injection: Injecting malicious measure-
ments into a hacked meter.

Ref. [36] utilise deep learning methods to identify behavioural
features associated with historical measurement data related
to false data injection attacks and then employs these captured
features for the real-time detection of such attacks.

The invention of blockchain offers new ideas for privacy and other security objec-
tives, including availability, integrity and confidentiality. Decentralised distributed ledger,
consensus mechanism and cryptography make the block content difficult to tamper with
and achieve the purpose of protecting information security. Weerapanpisit et al. [37] use
blockchain technology to maintain consistency and fault tolerance of reputation manage-
ment systems between different nodes. Melo et al. [38] improve the measurement applica-
tions through blockchain, ensuring the integrity of distributed measurement systems. The
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above literature demonstrates the great potential of blockchain to address security issues
in smart grids, IoT and distributed networks, proving blockchain’s anonymity, security
and availability. After combining the best-worst multi-criteria decision method (BWM),
we propose a consortium blockchain-based penalty mechanism for malicious behaviour
handling. It provides a new approach to proactively intervene with malicious behaviours
to reduce the frequency of malicious behaviours occurring.

3. Scheme Design

In this section, we describe a Hyperledger Fabric-based user management network
scheme for managing and penalising users to reduce the frequency of malicious behaviour.
The key concept is to use Hyperledger Fabric to ensure the secure and stable operation of
the penalty system, while improving the network’s ability to scale for timely updates and
customisation flexibly. A summary of the notations we used is provided in Table Al.

3.1. Design Overview

In order to maintain a fair and reliable trading environment for smart grids, we have
developed a modular, decentralised user management network (UMN) based on the Hy-
perledger Fabric framework (Hyperledger Fabric is an open-source blockchain framework
hosted by The Linux Foundation that can be used as the basis for developing applications
or solutions with a modular architecture, and its modular and versatile design can ad-
dress a wide range of industry use cases, including education [39], healthcare [40], access
control [41,42], IoT [43], logistics [44], supply chain [45] and more), which implements
management, monitoring, and penalty functions for users involved in the smart grid. The
network is designed to focus on managing user behaviour and reducing the harm caused
by malicious behaviour.

The developed model can be understood as an independently operating user be-
haviour management module attached to the smart grid. It works similarly to the security
guards between users and the smart grid, isolating malicious attackers and protecting
the smart grid from attacks. Before a user can access the smart grid, they need to be
authenticated by the UMN. The user submits a registration request to the administrator
that includes personal or organisational information (e.g., name or organisation name,
address, meter number, etc. that helps to identify the user uniquely) and authentication
documents (e.g., proof of identity, proof of address, driver’s license, and other official
documents). The administrator verifies and issues an identity certificate for the user. The
administrator role is usually filled by a staff member with access to official government
databases or a program that can authenticate. When the user is successfully registered,
their access permission (Ap) in the ledger will be marked. The smart grid determines
whether a user is allowed to enter it by checking the user’s (Ap). The deployed UMN will
monitor user behaviour in the smart grid through monitoring nodes for transaction and
non-transaction processes. When malicious behaviour is detected, the monitoring node
will form a corresponding malicious behaviour report for the malicious user, which the
chaincode will analyse in the UMN. The results obtained from the analysis are used as
criteria for whether and how to penalise the user. The benefits of this approach include:

¢  Blocking any unauthorised user from accessing the smart grid to avoid anonymous attackers,
*  Promptly addressing and penalising attackers,

e  Cutting off their access to reduce grid losses, and

*  Ensuring that each phase is done correctly and alleviating the concerns of honest users.

3.2. System Architecture and Components

Hyperledger Fabric is a scalable and modularly deployable architecture that upgrades
the system architecture by inserting replacement modules as the system’s complexity
grows. To achieve our aims, we customised the following network architecture model. The
structure illustrated in Figure 1 contains four entities that interact with the network: Users
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(U;), Admins (A;), Monitoring (MN;) and Smart Grid (SG), and three main components
that make up the network: CA, Peer and Orderer.

(a-1) Receive blocks and proposal, return
Admin endorsement;

(a-2) Execute Chaincode;

(a-3) Maintain a copy of the ledger;

(b) Receive endorsement, distribute blocks;
(c) Send proposal;
---(c)--- d) Initialise the account;
H e) Query ledger;
f

(
: (
i Client (
: (
(
(

.______+_____,
=
'o]

) Send report;

g) Login request;

h) User behaviour monitoring;

i) Certificate management, including registration,
enrollment, revocation.

Figure 1. Proposed user management network (UMN) architecture with the behaviour of each part
shown.

3.2.1. Network Entities

i Users (U;):
U; is the various groups of clients who wish to participate in SG, including con-
sumers and suppliers directly involved in the transaction and the staff who maintain
the SG. U, interacts with the UMN (c) via the Software Development Kit (SDK) to
send registration proposal containing real identity information I, receive penalty
decisions, verify penalty results, and interacts with SG (g) to send entry requests.

ii Admins (4;):
Aj; exists in each organisation to provide registration services for U;. Using a CA
client, A; registers certificates (i) for U; who have passed verification. By communi-
cating with the UMN, A; can initialize U; account information into the ledger (d) .
A; are not allowed to access SG to participate in transactions directly and cannot
interfere with the UMN system, but they can take on the role of observers, observing
U; behaviour and feeding back to MN;.

iii Monitoring Nodes (MN;):
MN; is a cluster of various physical hardware devices such as Advanced Metering
Infrastructure (AMI) deployed and set up to automatically perform monitoring on
SG and have analysis and reporting capabilities. Among these features of MN;, the
process of automatically monitoring and collecting information about malicious
behaviours is complex and out of the scope of our research, so we set the following
assumptions based on the support of existing research and focus on how to analyse
and pre-process malicious behaviours and how to report them into UMN (f). MN;
can detect the set M of all malicious behaviours imposed by a specific attacker in
the smart grid (h) refer Table 1. For the collected set of malicious behaviours M,
the MN; will first analyse it to generate the malicious behaviour list ML as shown
in the Table 2, where the table includes the product of losses P;; for each malicious
behaviour M; in the best weight (w7}, w3, w3, ..., w;) (defined in Section 4.2.1) of
different criteria and the number of times the behaviour recurs t. After generating
ML, MN; will analyse and pre-process it using the steps in Section 4.2.2, and then
output the user’s malicious behaviour report (Mbr) including malicious points Mp
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and malicious set M. The specific workflow is shown in Figure 2. The generated
report Mbr will be reported to the UMN network so that the penalty mechanism can
be applied.

Smart Grid (SG):

SG is a separate, complete electricity service network for accessing and trading
electricity. SG processes user requests for access to the Smart Grid Network (g) by
interacting with the UMN and checking the user’s access rights attributes in the
UMN world state (e). Meanwhile, SG is also responsible for collecting the penalty
Fp (defined in Section 4.4) and returning receipts.

Table 2. Malicious Behavior List.

Quantitative Value P of the Criterion w

Malicious Behavior M

Times of Malicious Behavior Repeated

M Py Py e Py,

t

-

Collecting malicious
behaviour in the smart grid

-

\ 4

s

Monitoring generates
malicious behaviour

Monitoring reads the
system predefined
quantization set

list ML Mb={b1, b2,..., bn}

4 N

Malicious behaviour points
algorithm to calculate
malicious points Mp

. /

v

Output malicious
behaviour report Mbr,
which includes Mp and
Lnalicious behaviour set I%

Figure 2. The monitoring node’s workflow from collecting malicious behaviour to generating

malicious points.

3.2.2. Network Components

i

Certificate Authority (CA):

The Hyperledger Fabric contains the abstract concept of a Member Service Provider
(MSP). It is based on a Public Key Infrastructure (PKI) that protects network entities,
peers and orderers and maintains the network’s privacy and confidentiality. In
the UMN, there are two types of CAs: the TLS CA, which protects the communi-
cation between organisations, nodes and processes. The other is the CA of each
organisation, which issues certificates to the orderer nodes, peer nodes and network
entities (U;, A;, MN;, SG) in their respective organisations so that they can verify
each other’s identity. The CA structure of each organisation includes a CA server
and CA client. The server is responsible for listening to permission requests from
clients and performing operations such as registration, activation, renewal, and
revocation. The client communicates with the server through the command line
interface (CLI) to register identities and enrol the nodes to obtain certificate files.
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ii

Peer:

Peer nodes have two roles in the UMN network. The first is to offer interaction
for external entities to query the ledger (a-1) and execute the chaincode (smart
contract). External entities can send chaincode invocation requests to the node, and
the node can invoke the chaincode for pre-processing, endorsement and verification
after receiving the requests. Peer is also responsible for operating the chaincode
(a-2) as a carrier of the chaincode to offer a platform for the chaincode’s interaction
with the network. The second role is to act as a commit and anchor node in the
network to receive data blocks from the network and forward them to other nodes
to synchronise, update and maintain all ledgers in the network (a-3).

Each peer node in the UMN network contains two elements, a separate copy of
the ledger and a copy of the chaincode. The ledger consists of a world state and
a blockchain. The world state is a database that stores the current state of the
ledger, which records immutably any information changes made by smart contracts,
intending to make the current value of the database state easily accessible. In contrast,
the blockchain is a log of system information updates that records all changes to
the world’s present state. The data structure of the blockchain is immutable and
cannot be modified once written. We define the following data structure Table 3 of
U; accounts that appear in the world state database and the blockchain.

In Table 3, where ID and UserName are proof to determine the user’s identity,
AccessPermission is the basis used by the smart grid to determine if the user has
access to the grid, MaliciousBehaviour is the malicious behaviour imposed by the
user on the smart grid, MaliciousPoints is the criterion to determine if the user re-
ceives a penalty, FinesDeadlineAndFinesmap use the date as the keyword for a map
to hold the amount of the penalty, for example [“01/02/2022 11:31:31”] = “$100”,
TimePenalty end date is the date the advanced penalty (Defined in Section 4.1) ends,
and TimeStamp is the time the ledger adds this data.

The chaincode is a component that manages and packages smart contracts. To
implement the functionality of the UMN system, we have designed five smart
contracts: User Registration Contract (URC), Malicious Behaviour Contract (MBC),
Account Maintenance Contract (AMC), User Payment Contract (UPC) and account
reset contract (ARC). Among them:

*  User Registration Contract (URC): URC will be initiated and deployed between
A; to register new U;. The Createlser() function is created and executed to
initialise the user account (Ua), and its function will only accept proposals
from A;. The contract will record additional information such as username,
user id, access permission, timestamp and other relevant information.

*  Malicious Behaviour Contract (MBC): The MBC is designed to handle malicious
behaviour reports Mbr submitted by MN;. Based on the penalty rules in
Section 4.1, the MBC will generate the penalty decision and update it to Ua.

*  Account Maintenance Contract (AMC): The AMC is set up to monitor whether
the user has completed the corresponding penalty. Once the penalty parameter
in Ua is non-empty, AMC will automatically deploy. It confirms whether
further penalties are to be imposed on the U; by determining if the U; has
paid the penalty Fp on time during the primary penalty phase described in
Section 4.1.

e  User Payment Contract (UPC): The role of the UPC is to verify that the U; has
successfully paid the Fp to SG. After the U; has paid the Fp, he/she must submit
an application to the UPC to verify the Fp result. The UPC verifies the signatures
of SG and U; in recpt(U;) submitted by the U;. For recpt(U;) that passes the
verification, the penalty information recorded in it FinesDeadline AndFinesmap
will be removed from the user’s Ua in the world state database.

®  Reset Account Contract (ARC): ARC restores the legal status of user Ua in
the world state at the end of each level of penalty. Every change in the ledger
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will trigger the ARC, and it decides whether to update Ua by examining the
information in the ledger.

iii Orderer:

The Hyperledger Fabric structure works in a way that defines the important role
of the orderer in the network. To ensure that the proposals recorded in the ledger
are correct and there are no forks, the orderer is required to order and distribute
the proposals. The orderer uses a consensus algorithm to order the transactions for
the endorsed proposals and packages them into blocks, and packaged blocks are
then distributed to the submitting nodes in the network for validation against the
endorsement policy [46]. The orderer is also responsible for maintaining the channel
and implementing basic access control. The channel is the bridge for communication
and exchange between organisations and is used to protect the privacy of credit
value changes, while the orderer restricts who can read and write data and who can
configure them.

Table 3. Data structure of user accounts in the world state and blockchain.

Variable Name Data Types Initial Data Json

ID string User ID json:"ID”

UserName string User Name json:”username”

AccessPermission bool true json:”accesspermission”

MaliciousBehaviour string nil json:”"maliciousbehaviour”

MaliciousPoints int 0 json:”maliciouspoints”

FinesDeadlineAndFinesmap map[date]int nil json:”[finesdeadline]fines”

TimePenalty date nil json:”timepenalty”

TimeStamp date System timeat json:”timestamp”
registration

4. Penalty Mechanism

The penalty mechanism in UMN is an important tool for quantifying and enforcing
penalties. In this section, we first introduce the penalty settings and logic, followed by a
detailed description of the penalties designed using BWM, including deployment settings,
definitions, and algorithms.

BWM [15] is a method used to solve multi-criteria decision-making (MCDM) problems.
In the MCDM problem, alternatives are evaluated and rated with quantitative scores based
on several criteria and output a final ranking of the alternatives based on multiple criteria.
According to BWM, the decision maker determines the best (e.g., most desirable and most
important) and worst (e.g., least desirable and least important) criteria. These two criteria
(best and worst) are then paired and compared with other criteria. A maximisation problem
is then formulated and solved to determine the weights of the different criteria. The weights
of the alternatives in terms of different criteria are obtained using the same process, and
its final score is derived by aggregating the weights of different criteria and alternatives.
These scores can then represent the position of this alternative in the overall choice and
the importance percentage. According to Jafar’s statistical results, BWM outperforms
in terms of the consistency ratio and other evaluation criteria (minimum violation, total
deviation and consistency). Compared to conventional MCDM methods, the distinguishing
characteristics of the BWM methodology are that it requires less comparable data and leads
to more consistent comparisons, resulting in more accurate conclusions.

4.1. Penalty Strategies

The penalty in the UMN is judged based on the user’s malicious behaviour points
Mp. Considering the means that can be applied to penalties in real situations, we set
three levels of penalties. The first level is the warning level, which does not impose any
penalty on the user but notifies and warns about the occurrence of malicious behaviour.
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Malicious
Point MP

—> Exceed th1) —True—>» Exceed tho

Perform advanced trading status for a Time
penalties (suspension) period of time & need Expires
to pay fines
False

The second level is the primary penalty (fines), where the user is required to pay a fine
within a specified period, during which the user can still participate in the smart grid as
normal. If the user fails to pay the fine by the deadline, the permission to access the smart
grid will be suspended and not restored until the user has paid the fine. The third level is
the advanced penalty (suspension). When triggered by the user, the permission to access
the smart grid is immediately suspended and lasts for a while. During the period of the
penalty, the user will also be required to pay a fine, and access will only be restored once
both the time has expired and the fine has been paid. The specific penalty enforcement
process is shown in Figure 3.

No penalty Perform primary Over the Fal ./ End of
(warning) penalties (Fines) deadline <

"~ penalty

A A :

False False | True Relns.tatement of
| | True | trading status
Suspension of
trading status

True—J ‘ |

Direct suspension of

True—> (Fines paid

Figure 3. Penalty workflow, where the green section is for warnings, the yellow and red sections are
for primary penalties and the purple section is for advanced penalties.

4.2. Malicious Behaviour Point Algorithm

The malicious behaviour point algorithm is designed for each organisation’s monitor-
ing node to implement the monitored malicious behaviour and convert it into a quantifiable
value, which will be added to the user’s account as a proxy for the severity of the ma-
licious behaviour and will be used to determine the level of user malicious behaviour.
The algorithm consists of two phases, the first of which exists in the deployment phase
of the monitoring node and aims to generate a quantified set Mb = {bl, by, bs,..., bn} of
malicious behaviour unit conditions for the reference of the monitoring node, where b
denotes the quantified value for a specific malicious behaviour unit condition, e.g., elec-
tricity stealing in the quantified value of the malicious behaviour of stealing 1 kWh of
electricity is b;. The second stage exists in the real-time processing phase of the monitoring
node, where the monitoring node calculates the set Lp = {l,15,13,...,In} of the damage
caused by the malicious user, where [ represents the product of the damage caused by mali-
cious behaviour from the moment the behaviour occurs until the moment it is terminated.
The monitoring node also invokes the set of doubling penalties for the user’s repeated
mistakes Rm = {r1,rp,73,...,7n}, where r represents the number of times each malicious
behaviour occurs, corresponding to the doubling penalty factor. The final Mp is calculated
by combining Lp and Rm.

4.2.1. Deployment Phase

In order to obtain the set Mb = {b1, by, b3, ..., bs}, a {c1, c2, c3, . .., ¢y} used to quantify
each malicious behaviour bj and the best weight (w}, w3, w3, ..., wy) for criterion. The
weights are calculated using the best-worst multi-criteria decision-making method (BWM)
proposed by Jafar, described in the following steps.

Step 1: Identify a set of criteria that can be used to determine the impact of malicious
behaviour in the smart grid {cy, c3, 3, ..., cu}, e.g., {direct power loss (c1), direct monetary
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loss (cp), loss of time to repair the network (c3), loss of equipment (c4), loss of interest
(c5),. .., any effects that may be caused by any malicious behaviour (c;)}

Step 2: Determine the criteria cyy for the most severe impact and cj; for the least severe
impact, e.g., direct power loss (c;) can cause significant losses so ¢y = ¢y, interest loss c5
does not jeopardize the operation of the whole grid so cp; = cs.

Step 3: Use a number between 1 and 9 to determine the preference of the most severe
influencing criterion over all other influencing criteria. The Worst-to-Others vector would
be Aw = (aw1, Aw2, Aw3, - - ., dwn), Where a,,; indicates the preference of the most severe
criterion w over criterion j, and it is clear that ay, = 1.

Step 4: Use a number between 1 and 9 to determine the preferences of all crite-
ria relative to the least severe impact. The resulting Others-to-Minimal vector will be
Anm = (@1m, B2m, A3y - - - Anm) T, Where ajy, denotes the preference of criterion j for the least
severe criterion m. It is clear that a;,,;, = 1

Step 5: Find the optimal weights (w], w3, w;, ..., w;;), where w]* indicates the optimal
weight of the ¢; criterion where j = 1,2,3,...,n. The standard optimal weights are that
for each pair ww/w]- and w]-/wm, we have ww/wj = yj and w]-/wm = Ajy. To satisfy these
conditions for all j, we should find a solution where the maximum absolute difference

Wy wij . e . . . . ..
|7j — ayj| and |2 — ajy,| is minimized for all j. Considering the non-negativity of the

weights and the summation conditions yields, the following problem (1) results:

. Wy w]
Min Max;{ |— —ayi|, |— —a;
’{| wp o }
) (M
s.t. Zj:l wj =1
wj =20 (j=1,23,...,n)
The above problem (1) can be converted to the following problem (2):
Min ¢
woayl<e j=012.m
wi .
ot w—;—ajm‘gg, i=012,...,n )
]r-lzl ZU] =1

wj =0, j=123,...,n

Solving problem (2), the optimal weights (w], w3, w3, ..., w;) are obtained.

Next, after obtaining the optimal weights (w}, w3, w3, ..., wy), they are used to score
each possible malicious behaviour b in the network using a questionnaire that allows
experts in the relevant field to score each malicious behaviour b; according to the malicious
behaviour impact criterion {cy, c3, c3, .. ., ¢4}, and each impact ¢ according to the impact
level from 0 to 10, with the scoring result being S. The set Mb = {by, by, b3, ..., by} is
then obtained by the following matrix calculation (3), where the value of each b; in Mb is
obtained by summing the multiplication of the scoring result S and the criteria weights w*:

by /S11 S12 S13 ... S
by [Sa1 S22 Sz ... Su
Mb= bs |Ss Sz Ss ... Sau|=bj=)_ Si-w (3)

bu \Smn Sa2 Saz - San



Smart Cities 2023, 6

3016

4.2.2. Real-Time Calculation Phase

Due to the possibility of multiple malicious behaviours occurring concurrently, the
optimal weights (w7, wj, w3, . .., wy) are used to calculate the product of losses over a certain
duration using the same criteria as in the first phase. The only difference is that the number
represented by the P is quantified by the actual number of behaviours that occurred for each
behaviour instead of the number obtained by scoring (note that the different quantification
criteria are balanced on the same units of quantity, e.g., electricity (per kWh), time (per
hours), and money (per dollar)). The product of the losses corresponding to each J; is
calculated from the following matrix (4), and the set Lp = {I1, I, I3, ..., I} is obtained,
where each [; is the sum of the products of the effects of all the different losses caused by a
given action over time:

I /P1 P Pi3 Py
I [Pyy P P3 ... Py

Lp= I3 |Pn Pn P ... Pu|=1=Y" Piw (4)
In \Psn Pgp Pg Pan

When calculating the set Lp, the set of factors Rm = {ry, r2, 73, ..., 5} used to double the
penalty is also needed, where each r; denotes the factor of the number of times a particular
individual behaviour is repeated. The computational equation is r = !, where ¢ is the
number of times a particular behaviour is repeated.

After the monitoring node has calculated the set Lp and Rm, the final credit value Mp
is calculated by the following Equation (5):

n

4.3. Definition of Penalty Thresholds

The definition of the threshold value exists in the deployment phase and determines
whether a user needs to be penalised. The primary penalty is triggered when the user’s
account points accumulate over the threshold th;, and the advanced penalty is triggered if
the points reach thy. The specific choice of threshold th can be defined as follows.

After obtaining a quantitative control set Mb = {b;, by, b3, ..., by} of malicious be-
haviours for each organisation, we first sort the b; in the set Mb in order from smallest to
largest to form a sequence of sets Mby,e,,. Then we evaluate the malicious behaviours in the
sequence by traversing from smallest to largest and select the first traversed behaviour that
requires a primary penalty (as long as the behaviour must be penalised at the moment of
occurrence) with its unit quantisation value by, as the threshold th;. Similarly, th; is the first
traversed behaviour with zero tolerance that requires an advanced penalty.

4.4. Penalty Algorithms

From Section 4.1, our implementation requires determining a penalty amount and
a penalty time. The calculation of the fine Fp is based on a minimum fine amount Fpm,
which is determined by multiple admins and is set according to the amount of the fine that
the user should pay after the threshold th; behaviour unit time occurs, and the length of
the deadline to pay the fine is also determined when setting the fine. After determining
the Fpm, the total amount of the fine Fp to be paid when the malicious points exceed the
threshold th; is expressed as (6):

User’s current account total point
Fp = e P x Fpm (6)
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Similarly, the suspension time Tp defined by the advanced penalty is calculated
according to the minimum penalty time Tpm corresponding to the threshold th; behaviour,
which is expressed as (7):

User’s current account total point

Tp = thy

x Tpm (7)

5. How UMN Works

According to the penalty mechanism in Section 4, our proposed UMN scheme is
divided into three operational phases:

e User registration, enrolment and login phase;
*  Monitoring and malicious behaviour handling phase;
*  Enforcing penalties, maintaining and resetting phase.

This section explains how the system works at each phase, its data structure and
key algorithms.

5.1. User Registration, Enrolment and Login Phase

The user registration, enrolment and login phases are necessary for the U; to join the
SG, and only those who pass this phase can access the SG. The entities involved in this
phase include U;, A; and the SG.

In the registration part, A; is required to perform the following two steps. Step 1 is to
verify the user’s real identity information I. Step 2 is to send a request to the CA server
to register certificate Uca for U;. Specifically, U; sends a registration request req(I) to A;.
After receiving req(I), A; verifies I using methods such as database matching or two-factor
authentication. When the authentication is passed, A; generates (ID, Pw) for U; and sends
register(ID, Pw) to the CA server, while A; sends a user initialisation proposal {“function”:
“CreateUser”, “Args”:[“ID”, “UserName”]} to the endorsing peer node of UMN to invoke
the URC.

Figure 4 shows URC (chaincode) execution steps in UMN. A; sends a proposal to the
endorsing peer node. The peer node invokes URC to pre-execute the received proposal and
returns the result to A;. When A; receives the number of endorsement results that meet the
requirements of the endorsement policy, it packages and forwards them to the orderer node.
The orderer node uses a consensus mechanism to order the received endorsements and
generate blocks, which are then sent to the commit peer node. The committing peer node
first validates these blocks and updates them to the ledger when they pass the validation.
The successful initialisation of Ua is shown in Table 3.

“ umN

(5) Order the proposals and encapsulate them into a block

Org0 ~-----
(4) Forward endorsement ., (6) Broadtast Block

pp— k- ccooooooooooooooonnooooooonnn000008
'

(7) Validation

| (1)Send a propog E vV
B Endorsement Peer | | Commit
s bbbl tel ety Node E Peer Node

Admin  (3) Return endorsements

8) Update ledger

Slmulatlon Proposal Nees
Chalncode @
(URC)
\Org 1

Figure 4. Proposal workflow from request sent to ledger update in Hyperledger Fabric.
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In the enrolment part, U; uses (ID, Pw) to send enroll() to the CA server and obtain
a certificate file Uca. The Uca file contains several important parts: cacerts, keystore,
signcert and tlscacerts. The cacerts is a list of self-signed X.509 certificates representing
the organisation’s trusted root CA. The keystore is the private key used to sign data. The
signcert contains the CA-issued certificate representing the user’s identity, and the tlscacerts
is similar to cacerts, but its role is to secure communication over the network.

In the user login part, SG responds to the U; login requests by verifying Uca and
querying UMN to confirm access permission Ap.

Moreover, it is worth noting the privacy issue of the identity of entities in UMN. In
order to protect the privacy and anonymity of entities, our scheme should be able to restrict
access to the true identity of any entity sending a proposal to the physical location or IP
address of any entity and to associate any entity with the corresponding organisation.
For this purpose, we use Identity Mixer [47] to provide privacy protection for the above
issues. The Identity Mixer technology is a cryptographic protocol kit with an efficient
zero-knowledge proof scheme that provides strong authentication and privacy protection.
These include conducting transactions without explicitly identifying the trader (anonymity)
and enabling a single identity to send multiple transactions without showing that they were
sent by the same identity (unlinkability). Specifically, an entity’s secret key can correspond
to multiple independent public keys simultaneously, allowing different public keys to be
used for each proposal for different types of entities. Each public key can be converted
into a valid zero-knowledge certificate that contains only some of the original certificate’s
properties. The converted zero-knowledge certificate remains valid when verified against
the issuer’s public key.

5.2. Monitoring and Malicious Behaviour Handling Phase

In the monitoring and malicious behaviour handling phase, the MN; monitors the SG,
and the MBC handles and applies penalties to the monitoring results. In this phase, MN;
invokes the MBC by sending Mbr to the UMN, where Mbr is obtained by pre-processing
according to the steps in Section 4.2. MBC uses the pseudocode Algorithm 1 to handle
malicious behaviour and update the results into the ledger.

The data being executed in Algorithm 1 include AccessPermission; MaliciousBe-
haviour; MaliciousPoints; FinesDeadlineAndFines; TimePenalty; TimeStamp. Malicious-
Behaviour and MaliciousPoints are submitted by MN;, AccessPermission; FinesDeadline-
AndFines and TimePenalty are derived from the definitions and method operations set in
Sections 4.3 and 4.4. The sequence diagram in Figure 5 shows how the parts involved in
monitoring penalties are connected and how penalties are created and recorded by showing
the flow of transactions among MN;, SG and UMN.

¢ Steps 1.1 and 1.2 are off-chain actions among MN; and SG, aiming to monitor and
collect the set of malicious behaviours M in the SG. We use the contents of M as input
to step 1.3 to drive the analysis module in the MN;.

¢  Step 1.3 Match each malicious behaviour in M with the predefined malicious behaviour
database in Section 4.2.1. The successfully matched M; are generated ML and input
into step 1.4, while the unsuccessful matched M; is analysed and updated to the
database by the expert group. Step 1.4 then performs further operations on the
generated ML to generate Mp.

*  Steps 2.1-2.4 are on-chain processes carried out by the MBC in a similar flow as
Figure 4, where the input Mp is compared with th; and th; to generate Fp and Tp.

*  Steps3.1to 3.3 are taken by the SG. For a U;, whose Tp is not empty, the SG removes its
permission to continue accessing the grid and isolates Uj; so that it loses the necessary
conditions to commit malicious behaviour.
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Algorithm 1 Handling malicious behaviour reports.
Input: ID, Mbr : {Mp, M}
Output: Ua : (Mpt, map|[paymentdeadline(DDL)| = Fp, Tp)
User’s account current total malicious points: Mpt < account points + Mp
Ua < (Mpt, map[payment deadline (DDL)| = Fp, Tp)
if Mpt > th; then
Tp < PenaltyAlgorithm(Mpt, Tpm, thy)
Fp < PenaltyAlgorithm(Mpt, Fpm, thy)
return AccessPermission : false, MaliciousBehaviour : M
MaliciousPoints : Mpt, FinesDeadline AndFines
map payment deadline (DDL)] = Fp
TimePenalty : Tp, TimeStamp : current system time
else if Mpt > thy || Mpt < thy then
Fp < PenaltyAlgorithm(Mpt, Fpm, thy)
return MaliciousBehaviour : M
MaliciousPoints : Mpt, FinesDeadline AndFines : map[payment deadline] = Fp
TimeStamp : current system time
else
return MaliciousBehaviour : M, MaliciousPoints : Mpt
TimeStamp : current system time
end if

Monitoring

Smart Grid

Endorsing Peer Orderer Committer User

1.1 Collecting malicious
behaviour
1.2 Return malicious
behaviour set M

behaviour listML

1.3 Generating malicious

1.4 Generating maliciotis

2.5 Ordering and
generating block

.

1 2.6 Request to validate block

2.7 Validation and

:I update ledger

u behaviour report (Mp and set M)

2.1 Send malicious behaviour report proposal to '

malicious behawoyr treatment contract 2.2 Endorsement accordirﬁg to
the steps of the malicious

1 behaviour treatment contract

B 2.3 Return Endorsement :

2.4 Forward Endorsement |
|26 Request to validate block
H 2.7 Validation and
2.8 Return result update ledger

T A

2.8 Return result

3.1 Query the user's current access permission
3.2 Return query results

3.3 Access control for users
Figure 5. Sequence diagram of the monitoring and malicious behaviour handling phase.

5.3. Enforcing Penalties, Maintaining and Resetting Phase

Enforcement penalties, maintenance and reset phases are set for all U; that have
triggered penalties. According to the settings of the penalty strategy Section 4.1, the penalty
that U; will receive consists of a fine penalty and a suspension penalty. The fine penalty
requires the U; to submit the fine to SG and provide the returned receipt to UMN for
verification. A suspension penalty is a passive and mandatory penalty controlled by the SG
based on data from the UMN ledger, and the user passively accepts it until the penalty time
is over. Therefore, all on-chain operations in this phase are made to manage user penalties.



Smart Cities 2023, 6

3020

As shown in Figure 6, the enforcing penalties part is the entire flow of data from
the user’s submission of the fine to the release of the penalty. The user signs the penalty
Map : [DDL]Fp and submits it to SG along with the fine. When SG receives the penalty, it
returns the signed rcptpid, Map : [DDL]Fp, where pid is the receipt number of the penalty
submission and Map : [DDL]Fp is used to release the penalty record in the user Ua. U;
adds the signature to the rcptpid, Map : [DDL]|Fp and sends it to the UPC, which operates
on the ledger via Algorithm 2.

Behaviour Initiator Target
( Pay Up - (ID, Map: [DDL] Fp)gign(uiy ==~ -=----- » SG
Enforcing ) e .
penalios Return SG -------- (Ropt{pid, Map: [DDLIFp}gign(sc) > Ui
Proposal Ui ((Rept{pid, Map: [DDL]Fp})signse)signiui— UPC
| Delete UPC ——————(IDy;, Map: [DDL]Fp)——» Ledger
Maintenance Update AMC —————(IDy;, AccessPermission: false)}——— Ledger
& Reset
Update ARC ———(IDy;, AccessPermission: True}——— Ledger

Figure 6. Data flow of the proposed scheme, where the dotted line denotes off-chain operation and
the solid line refers to on-chain operation.

Algorithm 2 User payment algorithm.

Input: (ID, Rept{pid, Map[DDL]Fp})
UserPayment:

if pid is the same as the proposal submission ID then
Get FinesDeadline AndFinesmap from world state
if DDL and Fp match FinesDeadline AndFinesmap then
Calculate malicious points (Mp) that fines represent: Mp = % X thy
Delete the matching FinesDeadline AndFinesmap item from the user account,
and update MaliciousPoints as (old MaliciousPoints — Mp) to the user account
Return
else
Error message: No corresponding fines found.
end if
end if

Maintenance and reset parts in Figure 6 show the further penalties set for the fine
penalty and the release of those U; that complete the suspension penalty. For those U; that
fail to submit the penalty in time, UMN removes their access and allows the SG to impose
the suspension penalty through the AMC logic model in Figure 7a. In contrast, U; that
have submitted a fine and met the conditions of the ARC in Figure 7b are released from
the penalty.
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Figure 7. Logic models.

6. Security Evaluation

The evaluation of security properties is an important indicator of whether the proposed
system meets the design requirements. In this section, we analyse the following security
properties of our scheme, namely, confidentiality and integrity. We also analyse how the
proposed scheme will improve the security of the smart grid.

6.1. Assumptions Made

UMN is designed using the Hyperledger Fabric architecture, which incorporates the
security mechanisms of Hyperledger Fabric [48]. We made the following assumptions to de-
scribe the UMN security properties formally. With these assumptions, we will demonstrate
and verify whether the proposed system meets the security requirements.

Assumption 1. Atk cannot obtain the complete and usable user CA file Uca from any place where
the Uca is stored (e.g., user local database and CA server).

Assumption 2. During information transmission, messages encrypted using TLS-CA [49] are
secure and cannot be decrypted.

Assumption 3. The authentication tool used by A; can properly verify all honest U;.

Assumption 4. A; is honest in sending register() to the Fabric-CA server and returning the
results to U;.

Assumption 5. [ is not linked to (ID, Pw), and (1D, Pw) cannot be generated directly using I.
Assumption 6. Atk cannot obtain Uca from Fabric-CA server without (1D, Pw).
Assumption 7. Atk cannot generate Uca directly using I.

Assumption 8. The monitoring node is honest and can output the correct malicious behaviour
report Mbr.

Assumption 9. Each action T will generate the correct result when the chaincode is executed correctly.
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Assumption 10. The chaincode will only be executed automatically when the right preconditions
are met.

6.2. Confidentiality

The purpose of confidentiality is to prevent any organisation’s unauthorised disclosure
of system information. Access to confidential information, such as IDs, authorisation
certificates, and private keys, is restricted to the data’s owner or authorised parties. If
sensitive data are attacked and compromised, an attacker Atk can undermine system
security by posing as an authorised person and accessing the compromised data.

In the proposed UMN, since its framework relies on Hyperledger Fabric as a permis-
sioned blockchain, any user U; that wants to interact with the system and view system
information must have a CA file Uca issued by the system’s Fabric-CA server. For instance,
any time an U; wishes to authenticate a finished penalty, it must sign the proposal using
the keystore in Uca. Moreover, when U; wants to view other users’ account information,
it must provide UMN with the signcert in Uca to confirm its identity. If Uca is leaked
(confidentiality is broken), the attacker Atk can disguise himself as the attacked user U/
by forging U’ca and entering the SG as U. Any malicious behaviour that occurs after Atk
enters the system is not traceable to Atk. Therefore, ensuring the confidentiality of Uca is
important in maintaining system security. Assumptions 1 and 2 enable the risk of possible
Uca disclosure to be concentrated in two parts (Proposition 1 and Proposition 2). We ensure
that user CA files can satisfy confidentiality requirements by proving Propositions 1 and 2,
respectively.

Proposition 1. During the phase of distribution, the confidentiality of Uca can be ensured.

Proof of Proposition 1. The distribution of Uca in UMN is implemented based on the
steps shown in Figure 8. In the process of U; acquiring Uca, based on Assumptions 3 and 4,
A; generates an ID and password Pw (similar to a username and password) for the user
during registration with Fabric-CA server and assigns roles and any required attributes to
them. After successful registration, A; provides the ID and Pw to U;, and U; uses (ID, Pw)
to request Uca directly from Fabric-CA. Combining with Figure 8, there are three types of
participants in the distribution process: U; is the user who obtains Uca, A; is the admin
who authenticates the real identity, and Fabric-CA server is the server deployed in the
UMN system. With Assumptions 1-4, Atk cannot obtain Uca from any of the types of
participants. Thus, it can be demonstrated that the confidentiality of user CA files can be
maintained at the phase of Uca distribution, and Proposition 1 holds. [

R

CA Server

(6) enrol(ID, Pw) (3) Register(ID, Pw, Affiliation)

(7) Return(Uca)
(4) Return Success

(1) Send req(l) ——,
=) yre.

{0 i
(0T e i
Ui (5) Return(ID, Pw) A

Figure 8. Process for users to obtain CA files.

Proposition 2. Any Atk cannot obtain Uca, even if it has U;’s true identity I and disguises itself
as U;.
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Proof of Proposition 2. The verification process verify(I) of U;’s real identity information
I is performed by A; through the verification tool, and the sequence is shown in Figure 9.
A; compares the I of the user with I’ in the authorisation database to verify I’s authenticity.
Simultaneously, A; sends a challenge message CI, such as an SMS verification code, to U;
to confirm its ownership of the I. Only when both the comparison result and the challenge
result are correct will A; generate the verification result. In addition, A; verifies only once
for each I and does not accept repeated verification.

e If Atk uses I to try to obtain (ID, Pw) through the registration process after U; has
successfully registered and eventually obtained Uca, A; will reject it during the verifi-
cation process.

o If Atk tries to register using I before the first registration of U;, it still will not be able
to pass the verification and obtain (ID, Pw) during verify(I) because it cannot answer
the CI correctly.

Based on Assumptions 5 and 6, Atk cannot generate (ID, Pw) without relying on
A; even if it has I. Without (ID, Pw), Atk cannot obtain Uca from Fabric-CA server, and
thus, Atk cannot obtain Uca by disguising as U;. Also based on Assumption 7, Atk cannot
generate Uca by itself. Hence, Proposition 2 holds. [

User Admin Verification Tool
Verify(l) >
l«—Challenge(Cl) heck(l)—»]
Answer(Cl)—»| [«——Return result:
Generate
verification
results

Figure 9. Identity verification sequence diagram.

6.3. Integrity

Data integrity illustrates the correctness and consistency of data throughout its life
cycle (the entire process of data from the sender to the receiver) and cannot be modified by
any unauthorised entity. The successful maintenance of data integrity prevents any party’s
interests from being endangered by data modifications.

UMN is a consortium blockchain-driven system for recording and treating malicious
user behaviour. Thus, any information processing and recording are done based on a
ledger. A; needs to initialise the new user account Ua by updating the ledger. MNi needs
to update the ledger to complete the recording of malicious behaviour and the enforcement
of penalties. U; needs to update the ledger for authentication after completing the penalties.
SG needs to query the ledger to determine whether U; has permission to participate in
electrical energy transactions. In any of the above scenarios, if Atk modifies the ledger,
then UMN will lose its full validity as a system that provides accountability functions.
Therefore, it is necessary to maintain the ledger’s integrity to ensure system security. Based
on Assumption 8, the integrity analysis can be focused in Proposition 3.

Proposition 3. The data generated by action T in UMN maintain integrity during the life cycle.
Proof of Proposition 3. The set of actions T: {A, B,C,--- } in UMN contains two types,

actions Ty: {Ag, By, Cq, - - - } driven by proposals sent by external entities ¢; and actions Tp:
{Ag, Bg, Cg, - - - } executed automatically due to the satisfaction of preconditions.
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For a set of actions Ty, : {A,X, Ba,Cy, - }, the whole action process is shown in Figure 10.
The action initiator ¢; signs its content Ag;,,(skp) and sends Agjq, (k) to the peer node p,
which verifies and executes it and then signs the result E (Asign(sk¢) ) sign(skp) and returns it
to ¢;. After ¢; has collected a sufficient number n of the return results according to the
endorsement policy, ¢; will sign and submit (E(As;gy(skg) )sign(skp) )Zign(sk ¢)) to the ordering
node y. p will generate blocks and attach signatures B((E(Asign(skp))sign(sko) )Zign(sk¢) )sign(skn)
after ordering the received results. Finally, all signatures will be verified by p, which
maintains the ledger and will be updated to the blockchain when passed. Throughout
the entire process, if Assumption 9 is satisfied, the integrity of the data can be guaranteed
since each process of data transmission and generation contains the signature of the data

operator or holder.

' M Asign(skq))

Peer p

Entity|  (2) E(Asign(sk))sign(ske)
Pi

(4) B((E(Asign(skq)))sigr(skp))nsign(sk(p))sign(sku)

(3) (E(Asign(ske))sign(ske))"sign(ske) (
L Orderer p

-

Figure 10. Signature process to ensure data integrity.

For the system set of actions Tg : {A 6, Bg, C/5, -+ - }, since it is an operation performed
inside the system and does not interact with ¢, based on Assumption 10, we can conclude
that its integrity is satisfied.

From the overall perspective, the logical structure of the blockchain we designed
is shown in Figure 11. The data part of each block in the blockchain is arranged in
chronological order, which means that what is recorded in each data is what happens
in chronological order. Suppose the integrity of a part of data; in the blockchain is cor-
rupted, and the blockchain can be restored by tracing the previous result data; ;. Hence,
Proposition 3 holds. O

TimeStamp

Block N

Figure 11. Blockchain structure.

6.4. Security Analysis

In order to analyse the security of the smart grid, we first review the relationship
between the UMN and the smart grid. As shown in Figure 1, the UMN is a relatively
independent system that only manages malicious behaviour information, records and
enforces penalties. The system’s blockchain only records information related to malicious
behaviour and does not logically share the ledger with the smart grid system. The smart
grid acts as the entity that interacts with the system to enforce access control and penalty
policies on malicious users. Based on this relationship, our discussion of improving smart
grid security can focus on how the UMN interacts with the smart grid. The primary
interaction between the smart grid system and the UMN consists of two parts. The
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interaction between the monitoring node in the UMN and the grid monitors for malicious
behaviour and generates critical data. The interaction between the smart grid as an entity
and the UMN reads information about malicious behaviour.

In the interaction between the monitoring node and the smart grid, the monitoring
node is an observer, detecting malicious behaviour and running a malicious behaviour point
generation program, and does not exchange information with the smart grid. Therefore,
assuming that the monitoring node is secure at the physical and network layers, it poses no
threat to the security of the smart grid. Similarly, in the interaction between the smart grid
and the UMN, the smart grid entity will only read information from the UMN blockchain,
as the integrity of the data is already proven in Section 6.3 during the reading process.
Hence, the data read by the smart grid entity are authentic and valid and do not pose a
new security risk. In summary, the security of the proposed solution is valid.

7. Performance Evaluation

In this section, we will evaluate the performance of the proposed scheme with a
simulation setup. We evaluate two key elements that determine system performance:
throughput and latency.

7.1. Experimental Setup

Our experimental setup consists of three parts. These include the prerequisites that
have an impact on the experiment, the definition of throughput and latency and the setting
of the experimental environment and parameters.

i Prerequisites:
The results of this experiment are influenced by several factors, so for accurate
evaluation and analysis, we place the following restrictions on the experimental
variables.
First, we consider the block size, which indicates the number of proposals contained
in each block. Research has shown that an increase in block size leads to an increase
in throughput [50], and for this reason, in our experiments we fix the size of each
submitted block. Simultaneously, we consider that during the whole proposal
submission process, the peer processes one block at a time. Each proposal has
the same complexity and is independent of each other. Secondly, the number of
channels has an impact on system performance and scalability, as each channel
handles different proposals independently. This experiment only discusses the case
of a single channel.

ii Definitions of Key Metrics:
The two key metrics used to evaluate performance for the experiments, throughput
and latency, are defined in the Hyperledger Blockchain Performance Metrics white
paper [51].
The transaction throughput is a measure of the rate at which a Hyperledger Fabric-
based network environment commits valid transactions in a given period of time. A
formal mathematical description can be expressed as

Count(Ty in (ts,t,))
te —ts

In description (8), Tk is the total number of submitted proposals, ¢, is the time of the
initial proposal submission, and . is the time of the last proposal submission.
Since the system needs time to validate transactions sent to the network, this valida-
tion time is expressed in terms of transaction latency. Specifically, the transaction
latency is the time taken between the submission of a proposal and the end of
validation. A formal mathematical description can be expressed as

Transaction Throughput = 8)
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Y, (to — tp)
Count(Ty in (ts, te))

Transaction Latency = )
where £, is the time of the first commit of the T, transaction, and ¢ is the time of the
successful validation of the Ty transaction.

Environment and Parameters: We list the tools used during the experiments as well
as the configuration and parameters of the system in Table 4.

Table 4. Parameters and metrics.

Parameters Values

Benchmarking Tool: Hyperledger caliper v0.5.0.

CPU: 4 Core CPU (Intel i5-10210U CPU @ 1.60 GHz).
Memory: 4 GB.

SSD: 120 GB.

Network: 25 Mbps.

Virtual Machines: Oracle VM VirtualBox.

System: Ubuntu 18.04.

Hyperledger Fabric Version: Hyperledger Fabric release v1.4.7.
Channels: 1 Channel.

World State Database: CouchDB.

Block Size: 20.

Consensus Mechanism: Raft.

7.2. Experimental Evaluation

In order to evaluate the performance of our scheme in Hyperledger Fabric, we de-

signed an experiment based on the environment and parameters set above. The experiment
is repeated 50 times, and each time there are 1000 transactions at a few rates of 50, 100,
150, 200, 250, 300, 350, 400, 450, and 500 transactions per second (tps). We calculated
the maximum, minimum, average and standard deviation of the results obtained from
the tests.

Results

The throughput results from the caliper are shown in Figure 12. Throughout the
experiment, the throughput increases linearly with increasing the transaction sending
rates. After increasing the sending rate to 100 tps, the throughput peaked (70 tps)
and levelled off. The above result shows that the maximum usable rate of the system
is 70 tps. Meanwhile, there is a slight drop in throughput after the peak is reached,
which is caused by a drop in the system performance when the load exceeds the peak.
The latency test results are shown in Figure 13. This chart depicts the latency of
communication and the rate of the write transactions, where latency is measured in
seconds. The latency in the chart stays very low at the beginning (0.298 s) at a send
rate of 50 tps. As the transaction rate increases, the latency increases rapidly and
continues to increase slowly after reaching full system capacity (100 tps). However,
the latency remains under 1.6 s throughout the test range.

We tested throughput and latency to demonstrate that our system’s performance

met the application standards. For our experimental results, we compared them with
the benchmark results [52-54]. It turns out that our system has the same performance
characteristics as the benchmark results. This shows that our system is stable and usable.
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Figure 13. Latency test results.

8. Discussion

We analysed four related works of literature in terms of seven features: data integrity,
data confidentiality, traceability, access control, behaviour analysis, management strategy,
and scalability. Data integrity ensures that data are not corrupted or tampered with
during transmission and storage. Data confidentiality focuses on privacy and prevents
unauthorised users from accessing sensitive information. The above two features discuss
the literature mainly from the security dimension. It discusses whether the literature
employs security techniques and whether it can ensure data security during the process or
transmission. Traceability denotes the ability of a system to track history and to locate and
fix faults when they occur quickly. Access control means the system can assign different
access rights to different types of participants. We use traceability and access control to
compare the reliability and robustness of different methods and to analyse whether the
system has the ability to handle threats. Behaviour analysis is an algorithm or protocol
that provides analysis of the behaviour of system users or entities. Behaviour analysis
is used to detect system potentially malicious behaviour. The management strategy is
to apply appropriate countermeasures to malicious behaviours. Two features, behaviour
analysis and management strategy, are used to determine the system’s effectiveness in
dealing with malicious behaviour. Scalability refers to the ability of a system to handle
increasing workloads and data volumes effectively. This concept assesses whether the
system is performing well regarding availability and performance. Table 5 shows the
results of the comparison between each system in terms of security and various metrics.
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Table 5. Comparison with related system.

Features [11] [12] [13] [14] Our Work
Data Integrity v v X v v
Data Confidentiality v X X v v
Traceability X v/ 4 v v
Access control v v X v v/
behaviour analysis X v 4 v v
management strategy X X 4 X v/
Scalability X X v X v

In addition to the comparisons shown in Table 5, we found that the malicious be-
haviour detection, access control and other means described in the other schemes were
theoretically effective in avoiding the impact of malicious behaviour on users. However,
these schemes use the same means for all different malicious behaviours, and the penalties
do not cause actual damage to the attacker. In contrast, our solution is designed with
different penalties to ensure the security of the smart grid while reducing the impact of ma-
licious behaviour and acting as a deterrent to malicious users. Meanwhile, in our proposed
solution, we considered and analysed the potential impact of each malicious behaviour.
We designed a penalty strategy to achieve the level of penalty by setting thresholds, and
we have kept the strategy scalable so that organisers can customise different penalties. In
terms of system design, we followed the Hyperledger Fabric design in detail and proposed
five smart contracts with corresponding parameters to implement the penalties. Hence,
our proposed solution is novel and effective in helping smart grids to limit and avoid the
harm of malicious behaviour.

9. Future Work

The proposed scheme in this study includes a series of experiments on identifying
malicious behaviour features, deployment monitoring, user authentication, access control,
and behavioural activity tracking. We aim to solve the problem of malicious behaviour
in the smart grid once and for all. The current scheme provides a theoretical basis and
recommendations for subsequent experiments and research. Therefore, we will continue to
work on a range of issues, for example, how to identify malicious behaviour characteristics,
deploy monitoring nodes and track the behavioural activities of malicious nodes, authen-
ticate and implement access control for users in the smart grid, and whether the penalty
efficiency is realistic. This scheme uses blockchain rather than the usual database, mainly
from the security point of view. Each block in a blockchain contains a link to previous
transactions, so it has excellent history-tracking capabilities and the ability to protect data
integrity. However, the blockchain itself may also have drawbacks in terms of scalability
and sustainability compared to usual databases. At the same time, block bloating may lead
to a decrease in the processing efficiency of the system with the increase in time. Therefore,
we have to optimise the system’s performance and sustainability.

10. Conclusions

Smart grids are pivotal in the future energy landscape, offering a decentralised, trans-
parent, and equitable trading model that entices active user engagement. This study
is centred on the smart grid domain and seeks to tackle the issue of safeguarding the
interests of legitimate suppliers and consumers in the face of malicious behaviour. To
address this issue, we propose a management scheme (UMN) to handle different types
of malicious behaviours in smart grids. UMN combines a consortium blockchain and
the best-worst multi-criteria decision-making method (BWM) to quantify and manage
malicious behaviour accurately. We use smart contracts to implement a penalty for different
malicious users. By analysing the security properties of UMN and comparing it with
state-of-the-art methods, we demonstrate the feasibility and innovativeness of our solution.
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Appendix A

Table Al. Summary of notations.

Notation Explanation

U; Users interested in participating in the smart grid.
A; Administrators responsible for authentication.
MN; Monitoring Nodes.

SG Smart Grid.

Ua User accounts recorded in the ledger.

I User’s identity verification information.

Ap User permissions for accessing the smart grid.

ML Monitoring list generated by monitoring activities.
Mbr Malicious behaviour reports.

Mp Malicious points.

M Set of malicious behaviours.

(ID, Pw) Identifier and password pair for obtaining Uca.
Uca User certificate file.

Map[DDL]Fp Map of fines deadlines and fines.

Fp Fines.

CI Challenge information for dual validation.

b Product of each malicious act M; for criteria weight w]*
w]* Criteria weight as defined in Section 4.2.1.

t Number of repetitions of malicious behaviour.

Mb = {by,..., by}

Lp = {ll,...,ln}

Rm={ry,...,ru}

Set of quantified malicious behaviour unit conditions, where b is
the quantified value of a specific condition.

Set of damages caused by malicious behaviour, where I represents
the cumulative damage.

Set of penalties for repeated malicious behavior, where r is the
number of occurrences.

th Threshold.

Tp Time penalties.

Atk Perpetrators of malicious behaviour.
URC User Registration Contract.

MBC Malicious Behaviour Contract.
AMC Account Maintenance Contract.
UuprC User Payment Contract.

ARC Account Reset Contract.
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