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Abstract: The study comprehensively reviews artificial intelligence (AI) techniques for addressing
algorithmic bias in job hiring. More businesses are using AI in curriculum vitae (CV) screening.
While the move improves efficiency in the recruitment process, it is vulnerable to biases, which have
adverse effects on organizations and the broader society. This research aims to analyze case studies
on AI hiring to demonstrate both successful implementations and instances of bias. It also seeks
to evaluate the impact of algorithmic bias and the strategies to mitigate it. The basic design of the
study entails undertaking a systematic review of existing literature and research studies that focus on
artificial intelligence techniques employed to mitigate bias in hiring. The results demonstrate that the
correction of the vector space and data augmentation are effective natural language processing (NLP)
and deep learning techniques for mitigating algorithmic bias in hiring. The findings underscore
the potential of artificial intelligence techniques in promoting fairness and diversity in the hiring
process with the application of artificial intelligence techniques. The study contributes to human
resource practice by enhancing hiring algorithms’ fairness. It recommends the need for collaboration
between machines and humans to enhance the fairness of the hiring process. The results can help AI
developers make algorithmic changes needed to enhance fairness in AI-driven tools. This will enable
the development of ethical hiring tools, contributing to fairness in society.

Keywords: algorithmic bias; deep learning; curriculum vitae screening; natural language processing;
artificial intelligence

1. Introduction

In the era of globalization, businesses navigate a landscape of intensified international
competition [1]. Technological advances have fostered increased accessibility of foreign
markets for businesses. Although this has expanded market reach, it has also exposed
them to heightened levels of competition. Consequently, enterprises are compelled to
maintain a competitive advantage to ensure their survival [2]. To maintain competitiveness,
businesses must prioritize hiring the right workforce. Acknowledged as the most critical
asset within any organizational framework [3], employees possess the knowledge, skills,
and expertise essential for an entity’s functioning. Research establishes the correlation
between employees’ productivity and organizational performance [4]. Given the pivotal
role of employees, organizations are using more stringent hiring practices. The aim is to
hire workers with the requisite skills and qualifications to perform effectively [5]. Organi-
zations using strict hiring criteria increase the probability of acquiring high-performing
employees. Research stipulates that employees suitably matched to their functions exhibit
more productivity and motivation [6]. Hiring unsuitable candidates extends to heightened
turnover rates [7], increasing costs and disruptions for businesses [8]. Legislative mea-
sures have been established to address workplace discrimination. Notably, Title VII of the
Civil Rights Act of 1964 in the United States (US) prohibits intentional exclusion based on
identity and the unintentional disadvantage of a protected class through a facially neutral
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procedure [9]. While identity-based forms of discrimination have become diminished over
time, unintentional biases persist [10]. In the United Kingdom (UK), the Equality Act 2010
safeguards individuals with “protected characteristics” like sex, race, disability, age, marital
status, and belief from unfair treatment [11].

Despite the provisions of the Equality Act, questions persist about the enduring pres-
ence of hiring procedures that disproportionately affect minority groups in developed
nations, although efforts were initiated during the civil rights era to eliminate such bi-
ases [12]. Since the hiring practices in the 1960s were tailored to white middle-class men,
new instruments were required to create equal access to opportunities for women and
people of color. Sadly, this objective remains unrealized despite the advances in scientific
research on human aptitudes [12]. Sociologist Lincoln Quillian and his colleagues con-
ducted a comprehensive examination of hiring practices across nine European and North
American countries. Using a formal meta-analysis of 97 field experiments of discrimination
incorporating more than 200,000 job applications, Quillian and collaborators established the
existence of pervasive hiring discrimination against all non-whites [13]. The meta-analysis,
inclusive of published and unpublished studies, employed field experimental methodolo-
gies until 2016 and measured the level of discrimination by calculating the percentage of
interview callbacks native whites received compared to non-whites. Callbacks are a request
to a candidate to return for an interview or provide more information, demonstrating
interest from the potential employer. The results indicated that Germany had the lowest
level of hiring discrimination at 24 percent callback rates for white natives, while France
exhibited the highest discrimination against non-whites at 83 percent callback rates [13].
Figure 1 below illustrates the percentage of additional callbacks a native white individual
received in comparison to a non-white counterpart across the nine countries.
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Figure 1. Racial Discrimination in Labor Markets.

In the face of persistent hiring biases, businesses should make changes to rectify
the issue. This is particularly salient as organizations increasingly turn to technology to
automate tasks like decision-making processes [14].

The contributions of this study are as follows:

(a) Employing a comprehensive literature review approach, this study outlines the factors
contributing to algorithmic biases in the hiring process. The review unveils the
fragmented understanding of algorithmic biases and their mitigation strategies. Our
study endeavors to address the gaps and offer solutions to rectify algorithmic biases.

(b) Despite the growing reliance on algorithmic solutions to enhance the hiring process,
vulnerabilities exist within hiring algorithms. This study seeks to provide AI-powered
solutions designed to mitigate such biases, thereby assisting businesses in improving
workforce diversity.
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(c) We take an approach that advocates for collaboration between humans and AI to
address algorithmic biases. The study contends that addressing algorithmic biases
requires humans to work alongside AI-powered tools.

2. Research Background

The integration of AI in hiring is not a recent development. In the late 20th century,
the initial adoption of AI in hiring focused on automating routine tasks like resume screen-
ing and application sorting. The early systems were designed to enhance efficiency by
reducing the time and effort invested in such tasks. However, the sophistication inherent
in contemporary AI hiring technologies was absent in the early iterations. For instance,
resumix, introduced in 1988 and later acquired by HotJobs in 2000, is one of the earliest
examples of resume parsing tools [15]. The tool deployed AI to read resumes and extract
specific keywords, work experiences, and educational qualifications. Advancements in
the 1990s saw the integration of job posting sites like CareerBuild with an application
tracking system (ATS) to improve the sourcing of applications [16]. The early 2000s saw
the emergence of talent assessment tools like eSkill and SkillSurvey, leveraging AI for au-
tomating pre-employment testing and reference checks. The 2010s marked the emergence
of AI-powered video interviewing software. For instance, HireVue gained prominence in
the mid-2010s for utilizing machine learning (ML) algorithms to assess candidates based on
analysis of facial expressions, speech patterns, and body language. In a notable recent exam-
ple, Amazon attempted to automate its recruitment process using AI in 2018. The algorithm,
trained on decades of resumes, aimed to optimize the selection of the most appropriate
candidates from a large pool of applicants. However, the tool faced significant challenges
and was ultimately abandoned due to allegations of biases [17]. The algorithm, trained on
resumes predominantly submitted by male applicants over a ten-year period, exhibited
a preference for male-centric language patterns, discriminating against female-oriented
applicants [17]. Despite Amazon’s setback, commercially available online hiring tools like
Talenture, fetcher, TurboHire, and Findem are widely used.

The availability of data has facilitated the evolution of AI-powered tools, enabling
the extraction of new insights through computational analysis [18]. However, the de-
velopment has given rise to unintended consequences. Algorithmic screening tools that
appear evidence-based have emerged as purported alternatives to subjective human eval-
uations [19]. Divergent opinions exist on the objectivity of algorithmic techniques in
mitigating biases. Some scholars assert that algorithmic techniques, especially those uti-
lizing deep learning, are inherently bias-proof, affording businesses an objective way of
selecting candidates [20]. Conversely, opposing evidence demonstrates that such tools are
susceptible to perpetrating human biases in the datasets upon which they are trained [21].

Algorithmic biases emerge in various forms. Firstly, measurement bias emerges from
the identification and measurement of specific features [22]. This type of bias occurs when
training data for AI algorithms inadequately represents the intended construct it seeks to
measure [23]. In hiring, measurement bias can manifest when training data do not accu-
rately capture the skills and other traits relevant to the job. If an organization continues to
hire more white than Black applicants, it may associate good performance with being white
given the availability of data about the performance of white employees. Measurement
bias can be addressed by auditing and updating training data regularly to ensure they
reflect the evolving requirements of a job. The second type, representation bias, results
from the ways in which researchers sample populations during data collection, causing
non-representative samples that do not represent the entire population [23]. In hiring, this
type of bias manifests in under-representation and over-representation of particular demo-
graphic groups. For instance, Amazon’s AI hiring system favored male-centric-language
patterns, which discriminated against those associated with female applicants [17] since it
was trained on more data from white male applicants. Over-sampling or under-sampling
can rectify non-representation bias.
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Moreover, omitted variable bias occurs when hiring algorithms have one or more
important variables missing in a model [24], affecting how systems make predictions. Addi-
tionally, linking biases occur when biases and attributes from user connections misrepresent
the behavior of users [25]. While analyzing users’ connections, hiring algorithms may draw
conclusions that do not align with the actual behavior of individuals. For instance, an algo-
rithm over-relying on technical skills without factoring in interpersonal skills may overlook
candidates excelling in critical components like communication. The omitted variable bias
can be addressed by undertaking a thorough analysis to include all the relevant variables
in a model. The last type is aggregation bias, arising from false conclusions made regarding
individuals based on an analysis of the entire population [25]. Aggregation biases cause
hiring models to ignore individual differences, making them unsuitable where diversity
is involved [20]. For instance, an algorithm assuming younger people are more techno-
logically adept might unfairly favor them for information technology jobs, disregarding
equally qualified older candidates. Aggression bias can be addressed through inclusive
data training to help a model learn from a more inclusive dataset.

This paper diverges from the prevalent emphasis on AI as the definitive future of
hiring. Instead, our primary objective is to evaluate how AI can be effectively used to
identify and mitigate algorithmic bias within the job hiring process. This allows for us
to transcend the conventional discourse on the prospective dominance of AI in hiring.
Instead, we gravitate towards a comprehensive evaluation of AI’s capability to discern and
mitigate biases embedded in the algorithms employed for job hiring. Our analysis centers
on the concept of deep learning as Mishra, Reddy, and Pathak define it as “a computer-
based modeling approach, comprised of multiple processing layers for understanding data
representation with several levels of abstraction” [26]. Moreover, we conceptualize NLP
based on the perspective of Sodhar, Jalbani, Buller, Mirani, and Sodhar, who consider it “a
branch of artificial intelligence dealing with NLP and computer interpretation” [27].

3. Research Motivation, Aims and Significance

This section outlines the motivation, aim, and significance of the study.

3.1. Research Motivation

We recognize the prevalence of algorithmic deployment in hiring processes and the
concerns arising due to the potential biases inherent in these algorithms. The motivation
emanates from a commitment to understanding and mitigating biases that may perpetrate
existing inequalities and discriminatory practices. As more businesses embrace AI-based
hiring, it is important to evaluate how these algorithmic biases impact underrepresented
groups, accelerating the development of techniques to promote fair and inclusive practices.

3.2. Research Aim

The primary aims of the study are:

• To analyze case studies on AI in hiring. This entails the exploration of specific case
studies, both successful implementations and instances of bias. By examining the
real-world impact of AI on hiring, the study provides insights into the challenges and
opportunities associated with AI-based recruitment.

• To evaluate the impact of algorithmic bias. The study assesses the impact of algorithmic
bias in AI-driven hiring processes and the potential implications for organizations.
This assists in uncovering the multifaceted impacts of biases on organizational dynamics.

• To investigate bias mitigation strategies. The paper investigates AI techniques de-
signed to mitigate algorithmic biases in hiring, empowering organizations to leverage
AI-powered tools to foster diversity and inclusivity.

3.3. Research Significance

The study holds significance in the following aspects:
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• Academic implications. The study expands beyond the prevalent focus on the ap-
plication of AI in hiring into the often-overlooked problem of algorithmic biases.
By providing a comprehensive understanding of the biases through historical perspec-
tives, case studies, and advanced techniques, the study seeks to fill a significant gap in
existing research.

• Social implications. Addressing algorithmic biases in hiring allows access to em-
ployment opportunities to all individuals irrespective of factors like complexion, sex,
religion, race, or social status. This is imperative for promoting equality and fostering
an inclusive society.

• Economic implications. Unbiased hiring can lead to greater diversity within orga-
nizations using AI-based tools. This diversity positively influences organizational
performance by fostering a culture of innovation and creativity.

• Ethical implications. The study provides insights into the emergence of biases in
hiring and the strategies to rectify them. The study acts as a catalyst for responsible
AI practices.

4. Methodology

In this section, we detail the methodology employed to conduct a comprehensive
review of AI techniques for addressing algorithmic biases in the hiring process. Our
approach endeavors to thoroughly examine existing evidence to meet the research aims.
The details presented here are meant to facilitate the reproducibility of our work. The section
demonstrates the sources of information, inclusion and exclusion criteria, search strategy,
and date restrictions.

4.1. Search Strategy

Systematic search was conducted across various academic databases, including Google
Scholar, ScienceDirect, SpringerLink, IEEE Xplore, and Wiley Online Library.

We used the following terms: Machine learning, artificial intelligence, hiring, re-
cruitment, fairness, algorithmic bias, hiring biases, Artificial Intelligence-powered tools,
Artificial Intelligence systems, and bias mitigation.

The following Boolean operators were used to refine the search:

• “Artificial Intelligence-powered tools” OR “Artificial intelligence systems”;
• “algorithmic bias” OR “algorithmic unfairness”;
• “transparency” OR ”ethical”;
• “recruitment” OR ”hiring”;
• (“Artificial Intelligence-powered tools” OR “Artificial Intelligence systems”) AND

(“algorithmic bias” OR “algorithmic unfairness”);
• (“algorithmic bias” OR “algorithmic unfairness”) AND (“recruitment” OR “hiring”).

The search was confined to articles published in English.

4.2. Inclusion and Exclusion Criteria

The following inclusion and exclusion criteria guided the identification of relevant
articles (Table 1).

Table 1. Inclusion and Exclusion Criteria.

Criteria Inclusion Exclusion

Publication type Peer-reviewed journals Sources that have not been peer-reviewed

Publication Date Sources must be published between 2017 and 2023 Sources published earlier than 2017

Content Studies related to hiring algorithms, artificial
intelligence, and how they impact the hiring process

Studies not related to hiring algorithms, artificial
intelligence, and hiring

Language Studies published in English Studies published in languages other than English
and not having an English translation
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Data extraction followed a systematic process involving the identification of method-
ologies used and the extraction of findings. The systematic approach facilitated the analysis
of common themes and patterns, ultimately providing insights into mitigating AI algorith-
mic bias in hiring.

4.3. Screening Process

The screening process was executed carefully to uphold the integrity of the review.
The use of the specified search terms and Boolean operators facilitated the identification
of the most suitable articles. Duplicates were identified and removed to ensure the data’s
accuracy and reliability. The titles and abstracts of the remaining articles were thoroughly
screened according to the criteria in Table 1 above. The figure below (Figure 2) provides a
detailed description of the screening process.

Figure 2. Description of the Literature Screening Process.

5. Understanding Bias in Hiring

This section examines the biases within the CV ranking process. The first part outlines
the CV hiring process, outlining the inherent biases. The second part outlines non-technical
solutions aimed at mitigating the biases in the CV ranking process.

5.1. HR Bias in Ranking CVs

The CV ranking process, as an initial stage in hiring, involves the assessment of
applicants’ CVs by recruiters or HR professionals to identify candidates possessing the
required qualifications and experiences for specific positions [28]. This crucial step estab-
lishes whether an applicant advances to subsequent stages like interviews and assessments.
Recruiters use CV ranking to sift through a large pool of applicants and identify potentially
suitable candidates for a job. Given the volume of applications HR professionals receive,
specific criteria or qualifications are established to rank CVs [28]. CV ranking is crucial
in streamlining the recruitment process, enabling organizations to focus on evaluating
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the most promising candidates. It optimizes time and resource efficiency in hiring, allow-
ing recruiters swift assessment of applicants’ qualifications and skills, making informed
decisions about candidates who should proceed to the next stage. Through CV ranking,
HR professionals eliminate unsuitable candidates, saving time. Simultaneously, the CV
ranking process influences an applicant’s perception of the hiring organization. From the
initial interactions with an organization, applicants form impressions regarding the fairness
and transparency of the entire recruitment process. Perception of unfairness in the CV
ranking process may dissuade potential candidates from applying, depriving a business of
a qualified labor force.

The CV ranking process, while integral to hiring, introduces the risk of bias and
discrimination. HR professionals may harbor unconscious biases that influence their CV
evaluation. Implicit bias, manifested in unconscious attitudes and stereotypes that people
may hold towards particular groups [29], is a major contributor to hiring discrimination.
Researchers use the Implicit Association Test (IAT) to measure the unconscious association
of specific traits with certain demographic groups [30]. The results confirm that people
tend to associate negative traits with racial minorities [31]. When activated in the hiring
process, such associations impede fair competition for job opportunities for minority groups.
The pie chart in Figure 3 from Wenzel Fenton, a reputable law firm, shows the causes of
discrimination in hiring [32].
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Figure 3. Causes of Discrimination in the Hiring Process.

Stereotypes influence perceptions and evaluations unconsciously, significantly impact-
ing employment decisions. Studies indicate that when evaluating people from stereotyped
groups, individuals tend to concentrate on information aligning with stereotypes and
interpret data to affirm the stereotypes [33]. Countering stereotypes poses challenges in the
CV ranking process, especially for stigmatized groups expected to conform to established
stereotypes [34]. Deviation from stereotypes may result in a good performance being dis-
missed as mere luck. Consequently, the anticipation of biased treatment adversely impacts
the performance of stereotyped groups. Additionally, the preference for individuals within
one’s own group while dismissing those from other groups introduces another layer of
bias in the CV ranking process. This is manifested where some organizations forego public
job advertisements, relying on existing networks of friends, classmates, and relatives to
identify potential candidates [35]. The limited access to diverse social networks propagates
the exclusion of certain groups in the hiring process.

In summary, CV ranking is an important tool for filtering numerous applications;
however, it introduces biases that compromise the fairness of the recruitment process.
Unconscious attitudes and stereotypes among HR professionals contribute to decisions that
favor or discriminate against certain groups. Reliance on existing networks for sourcing

1.1%

Figure 3. Causes of Discrimination in the Hiring Process.

Stereotypes influence perceptions and evaluations unconsciously, significantly impact-
ing employment decisions. Studies indicate that when evaluating people from stereotyped
groups, individuals tend to concentrate on information aligning with stereotypes and
interpret data to affirm the stereotypes [33]. Countering stereotypes poses challenges in the
CV ranking process, especially for stigmatized groups expected to conform to established
stereotypes [34]. Deviation from stereotypes may result in a good performance being dis-
missed as mere luck. Consequently, the anticipation of biased treatment adversely impacts
the performance of stereotyped groups. Additionally, the preference for individuals within
one’s own group while dismissing those from other groups introduces another layer of
bias in the CV ranking process. This is manifested where some organizations forego public
job advertisements, relying on existing networks of friends, classmates, and relatives to
identify potential candidates [35]. The limited access to diverse social networks propagates
the exclusion of certain groups in the hiring process.

In summary, CV ranking is an important tool for filtering numerous applications;
however, it introduces biases that compromise the fairness of the recruitment process.
Unconscious attitudes and stereotypes among HR professionals contribute to decisions that
favor or discriminate against certain groups. Reliance on existing networks for sourcing
exacerbates biases, causing candidates in certain groups to rank higher compared to the
rest of the applicants.
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5.2. Non-Technical Solutions in Ranking CVs

The prevalence of HR bias in CV ranking is a critical organizational challenge. HR
professionals and other recruiters should be aware of biases [36] and the following non-
technical solutions available to mitigate them. Firstly, training programs are needed to
equip HR professionals with the skills needed to minimize biases. Often, inadequate
training limits recruiters’ understanding of hiring biases. In response, organizations can
implement unconscious bias training programs to equip HR professionals with the skills
required to reduce biases [37]. The training raises awareness among hiring professionals
concerning implicit biases that may influence decision making [37]. It facilitates the recogni-
tion of unconscious biases, enhancing the decision-making capabilities of HR professionals.
Further, such training enhances cultural shifts within organizations, promoting a culture
of fairness in hiring processes. Organizations should supplement the training programs
with clear and objective criteria in CV ranking. Research demonstrates that developing
structured guidelines for HR recruiters can minimize bias and improve the matching of
resumes to available jobs [28]. With established criteria, HR professionals can assess candi-
dates more objectively based on their skills, qualifications, and experiences. An objective
approach promotes fairness and impartiality in candidate assessments.

Additionally, recruiters can adopt blind hiring techniques in CV ranking [38]. HR
professionals are supposed to consider applicants’ basic qualifications, background, and ed-
ucational aspects to determine suitability for a position. However, personal details may
introduce biases related to religious, cultural, and background factors. For instance, studies
indicate hidden biases against men and women of color when applying for job positions [39].
The presence of personally identifiable information from CVs can influence how HR pro-
fessionals rank CVs. To counteract biases emanating from personal details, blind hiring
techniques enable employers to anonymize CVs by removing personal details like names,
gender, age, and ethnicity. Blind hiring techniques allow for recruiters to focus on the
applicants’ qualifications and skills, significantly reducing bias in the assessment process.

Moreover, diversifying CV ranking teams is instrumental in mitigating biases. The ab-
sence of diversity in hiring teams prompts biased hiring, as recruiters favor specific
groups. Including recruiters from diverse backgrounds, experiences, and perspectives
effectively promotes multiple viewpoints in the evaluation process, challenging biased
assumptions [40]. Businesses must develop a culture that fosters diversity. This will en-
courage individuals from different backgrounds, religions, economic statuses, and genders
to apply.

Subsequent to the implementation of the non-technical measures, entities should adopt
continuous monitoring and evaluation. An analysis of data generated from CV ranking
will assist recruiters in identifying areas that need improvement. Where discrepancies
emerge, investigations should be conducted to address the problem. Constant scrutiny of
the CV ranking process will foster a more inclusive and equitable CV ranking, providing
an even playing ground to all candidates. Calibration of the CV ranking process should be
performed often to align with organizational goals.

In summary, non-technical solutions exist to address biases in the CV ranking pro-
cess. These include the implementation of unconscious bias training programs to equip
HR professionals with the necessary skills to minimize biases, having clear and objec-
tive evaluation criteria, blind hiring techniques in CV ranking, and the diversification
of their CV ranking teams. The implementation of these measures must be accompa-
nied by continuous monitoring and evaluation of the hiring outcomes to establish areas
requiring improvements.

6. Applications of AI in Hiring

AI techniques have revolutionised various industries and processes, including hiring.
Recognising the need to avoid biases in hiring, NLP techniques emerged as innovative
solutions, poised to streamline the hiring process. NLP, a subset of AI, allows for computers
to understand human language, hence deriving meaning from a vast array of linguistic
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inputs [41]. Traditionally, businesses adopted manual processing of information. However,
the advancement in NLP technology and the deployment of neural networks allows for
organizations to leverage data for the development of systems to address common issues.
The adaption of NLP systems facilitates efficiency and cost reduction in organizations.
Manual HR processes in large organizations are difficult and time consuming, and often
frustrate candidates. With the global shift towards post-COVID-19 pandemic operations,
businesses are optimizing their operations, intensifying the demand for more workforce.
NLP techniques are increasingly adopted to automate the hiring process. Similarly, deep
learning, a subset of ML, is a useful tool in with potential application in the measurement of
human behavior [42]. Deep learning techniques have automated routine tasks, for example,
in healthcare, where they have proven superior to medical professionals in the detection of
cancer in mammograms [43]. Similarly, deep learning techniques in the legal field exhibit
proficiency in identifying legal risks in contracts [44]. The table below summarizes the
application of AI in hiring (Table 2).

Table 2. The application of AI in hiring.

No Application Description

1 CV screening Automating the CV screening process to
identify the best candidate match

2 Personality and behavior assessment Analyzing data from social media profiles
and other online forums.

3 Overcoming language barriers

Can recognize different languages,
allowing for hiring professionals to assess
candidates from different parts of
the world

The conventional approaches utilizing psychometric principles have proven less effec-
tive, particularly in recruiting candidates with the required skills and qualifications [45].
At the same time, traditional sourcing methods like printed job applications have become
less popular, paving way to more advanced internet-based sources and e-recruitment
processes. The HR function enhances an organization’s growth competitive advantage
and innovation. Businesses are engaged in fierce competition to attract and retain candi-
dates with the required skill sets. Organizations have resulted in technologically driven
processes in the hiring process as demonstrated with the increased adoption of AI from
2018 when businesses started sourcing for candidates using information derived from
social media profiles [45]. Data from social media enabled recruiters to evaluate candidate
values, beliefs, and attitudes, providing information that could not be obtained from tradi-
tional CVs. Since then, the adoption of AI techniques in the hiring process has witnessed
widespread acceptance.

AI is instrumental in the CV screening process, especially in the identification of the
most suitable candidates. As the first step in the hiring process, CV screening entails the
identification of CVs for a particular position based on the job description. A manual ap-
proach proves laborious and time consuming, especially when dealing with large volumes
of applications. AI techniques allow the automation of the CV screening process. They can
autonomously extract important information from resumes, including education, work,
experience, and skills. Automation saves recruiters time and allows for them to focus
on establishing the suitability of the candidates. Bhakagat indicates that the recruitment
industry will save significant time with AI-enabled tools [46]. Unlike manual CV screening,
which is time-consuming, AI-based tools analyze extensive data sets, providing compre-
hensive results promptly for HR professionals [46]. Research indicates that AI-based hiring
processes are speedy, accurate, and cost effective [47]. Nawaz and Gomes demonstrate that
for a single job post, organizations receive numerous applications, which is challenging for
HR professionals [48]. In industries experiencing high turnover, efficiency in hiring is a
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strategic advantage [49]. Efficiency in hiring promotes a quicker decision-making process.
James Wright believes that AI-powered tools expedite decision making, reducing errors
inherent in human recruiters [50]. Businesses can use algorithm-based hiring tools to select
the most suitable candidates from thousands of job applicants [47]. Sridevi and Suganthi
analyze AI-based CV-matching system developed using Python 3.7 and packages like Pan-
das, NumPy, and Matplotlib using 14,906 CVs [47]. The results indicate that the AI-based
CV-matching system is easy to implement and integrate into the web server. The system
saves time, making it appropriate for HR professionals to deal with numerous applica-
tions [47]. The automation of the hiring process facilitates skill assessment. Pre-trained
hiring algorithms can identify the level of skills of applicants and establish a candidate’s
suitability for a post. This allows for a more objective way of assessing candidate skills and
qualifications, allowing for a fair recruitment process.

Beyond CV screening, AI techniques can assess applicants’ personalities and behaviors.
Deep learning models can analyze data from applicants’ social media profiles and other
online forums, since research shows that individuals are using their social media accounts
to share aspects about themselves [51]. Social media profiles serve as a repository of
information that can offer more insights into a candidate’s persona. Recruiters can use the
information to understand the personality traits that align with the job requirements and
how individuals fit into the organizational culture. Cover letters can establish candidates’
enthusiasm and worldview, allowing for businesses to filter less motivated candidates
and those whose worldview is contrary to the values of the business from a large pool of
applicants. Notably, AI can identify candidates with racist social media posts and prevent
them from proceeding further in the hiring process, ensuring that candidates adhere with
organizational values.

Language barrier is a major challenge in hiring, especially for multinational corpo-
rations. Such organizations operate across diverse linguistic landscapes, exposing them
to language barriers. For instance, a UK-based multinational corporation operating in
Germany and China would be forced to hire workers who speak these languages. These
global entities often encounter the necessity to recruit local talent to align with the unique
needs of each geographical location. Interviewing candidates from different cultures forces
a business to employ HR professionals who understand local languages. However, em-
ploying such a large number of HR professionals is expensive. AI facilitates the hiring of
employees for businesses with operations overseas despite the language barriers [47]. AI
techniques can recognize different languages, allowing for HR professionals to interview
candidates without necessarily understanding the local dialect. The evolution of NLP fur-
ther amplifies this capability, with the promise of incorporating an even broader spectrum
of languages into the AI-driven hiring base [52]. AI allows for businesses, particularly
multinational corporations, to recruit employees from different linguistic backgrounds
without necessarily hiring translators.

Engaging candidates through the hiring process is critical in the contemporary hiring
landscape, with AI-powered solutions emerging as enablers. Organizations are unable
to maintain constant communication with candidates due to time constraints. A solution
to this challenge comes in the form of AI-driven chatbots that can offer applicants more
information about the organization’s mission, vision, values, and any other information
they need. Nawaz and Gomes consider AI chatbots as the new recruiters [48]. These
chatbots use advanced NLP capabilities to simulate real-life conversations with candidates,
familiarizing the applicants with an entity, hence allowing for them to decide an organiza-
tion’s suitability. AI-powered chatbots allow for applicants to access information without
necessarily engaging the recruiters directly. As a result, recruiters can allocate their time
more efficiently as the AI systems can coordinate the process by automatically scheduling
calls, tests, and interviews [53]. AI-powered chatbots mitigate the frustration applicants
experience while awaiting responses, especially in cases where organizations contend with
a high volume of applications.
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In summary, AI has widespread applications in the hiring process. Firstly, AI acts
as a catalyst in the automatic CV screening process, saving time wasted in a manual
laborious process. Secondly, AI facilitates the selection of quality candidates from a pool of
applicants. The analytical capabilities of AI contribute significantly to the identification
of candidates best suited for specific positions. Thirdly, AI tools assume a major role
in assessing the personality and behavior of candidates. Their ability to extract data
from social media profiles assists in establishing a candidate’s suitability for a given post.
Lastly, AI systems assist in overcoming language barriers between applicants and hiring
professionals, facilitating global recruitment efforts.

7. Applications of AI in Eliminating Bias

Algorithmic biases may perpetuate prejudices against certain groups of potential can-
didates, leading to inequitable access to job opportunities. For instance, while not directly
related to hiring, the COMPAS system which the police use in the US exhibits inaccuracies
in analyzing individuals of different racial backgrounds [54]. In this system, disparities
emerge, as it systematically allocates a lower recidivism level to white people compared to
their actual risk while attributing higher risk levels to Black individuals [55]. In the medical
field, Optum, a medical system, allocates fewer resources for treating Black patients and
disproportionately more resources to the white population [56]. The HR field has witnessed
biased outcomes in automated recruitment systems, like in the case of HireVue, which
disadvantages non-English native speakers due to difficulties in understanding their ac-
cents, excluding them [57]. As hiring algorithms become increasingly integral in the hiring
process, their potential to amplify the existing biases poses a substantial risk. Given the
adverse implications of algorithmic bias, organizations should consider proactive measures
to address the issue.

7.1. AI Approaches to Bias Mitigation

Hiring algorithms exhibit biases across various dimensions, even where designers
work towards eliminating them. It is important to consider ways of enhancing hiring
algorithms to detect and mitigate some of the biases. The application of AI techniques in
hiring is a promising solution to algorithmic biases [58]. It commences with the examination
of how hiring algorithms introduce biases. In ML evaluations, bias and discrimination
can be examined by considering the confusion matrices for various protected categories.
Language models estimate the probability of a sequence of words, allowing for them to
predict the most probable next word or phrase. Since biases are prevalent in any human
language, language models are vulnerable to the same biases. Unfairness emanates from
skewed behavior that wrongly uses biases to create a certain outcome that discriminates
against a certain group. When dealing with words describing gender, e.g., men and women,
certain attributes can be ascribed to each category, significantly reinforcing stereotypes.
For instance, words like toughness, persistent, and strong can be associated with “man”,
while others like tender, emotional, and weaker can be connected to “woman”. In such
cases, it is evident that the language model is not to blame for the bias, but rather the
training [59].

There are two major AI techniques for addressing algorithmic biases: correction of the
vector space and data augmentation. For the correction of the vector space of the model, bias
often emerges in the vector space where word embeddings are learned. Words associated
with gender, ethnicity, or other sensitive attributes may become vectors that perpetuate
biases [60]. Correcting the vector space follows a structured procedure. Developers identify
the vector space dimensions that harbor the bias and try to equalize the distance between
the protected attribute (such as Blacks and white people) and the biased concept (like
qualifications and skills). Where the vector model leans towards associating white people
with better skills and qualifications, developers can rectify the problem by associating
the same skills and qualifications with Black people, neutralizing biased embeddings by
moving them closer to a neutral point in the vector space [61]. This entails adjusting the
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gender-related word pairs like “he” or “she” to have similar embeddings, which ensures
equal representation in the vector space. Several researchers believe the approach can be
used to eliminate biases in hiring algorithms [62,63]. This is because it contributes to a more
neutral representation of words, which significantly mitigates the impact of stereotypes.
Nonetheless, the approach is problematic since it may cause a semantic drift. In the process
of correcting the vector space, this may alter word semantics, significantly affecting the
performance of the model [64]. Moreover, the approach may not address intersectionality
challenges effectively. Addressing biases that relate to multiple attributes like gender and
ethnicity can be complex for the approach.

Data augmentation is a major AI technique in mitigating bias [65]. It works by gener-
ating data using information derived from the training set. The deep learning technique
operates by fine-tuning the model by changing its source data [66]. The technique seeks to
diversify the available examples, exposing the model to a wider range of scenarios without
necessarily introducing new data. The process begins with identifying underrepresented
groups in the existing training data. Next, modifications of the existing data are performed
to create new instances through synonym replacement, paraphrasing, or introducing slight
variations to numerical features. In this way, developers can balance the number of times
protected attributes appear [65]. For instance, if the original data contains the following
statement: “white people are qualified and have the right skills”, the technique will add the
following: “Black people are qualified and have the right skills”. While undertaking data
augmentation, the generated examples need to remain as realistic as possible. This will
stimulate potential variations within the same group. The augmented data instances are
then merged with the original data set. The outcome is an expanded and a more diverse
dataset that can be used to train the algorithm. Since the algorithm derives its results
from the augmented data employed, this technique promises to eliminate biases in hiring.
This is because it allows for the model to learn from a more extensive range of examples.
The creation of additional instances for the underrepresented groups is crucial in minimiz-
ing biases associated with specific demographics or attributes. Despite the effectiveness
of data augmentation, the technique can suffer from overfitting [67]. Here, the model can
be too tailored to the augmented examples, reducing its ability to generalize. There is also
the risk of the augmented instances deviating slightly from the original data, reducing the
representative of the model in real-world scenarios.

7.2. Step-by-Step Approach to Algorithm Bias

Garrido-Muñoz et al. provide a systematic approach to algorithm bias, offering a
comprehensive guide that software engineers can follow to address biases in deep model
generation and application [59]. While the authors do not specifically focus on algorithms
in hiring, the steps are universal for any author who wants to deal with bias, including
in designing algorithms for hiring. The first step is defining stereotype knowledge by
identifying the protected properties and the related stereotyped aspects. Algorithm de-
signers are encouraged to develop an ontology for each protected category [59], enabling
them to populate their stereotyped knowledge to identify potential biases that may harm
the system. The second step is the need for software engineers to evaluate the model
to establish how it behaves with stereotyped and protected expressions. The third step
is the need for developers to analyze the results of the evaluation [59]. This is meant to
pinpoint the expressions or categories resulting in higher bias [59]. Next, software engi-
neers must reevaluate the model and loop the last steps until they receive an acceptable
response. Lastly, the procedure results should be reported by attaching model cards to
attain transparent model reporting [59]. The procedure can be adapted according to the
requirements of the particular AI project, which makes it applicable in addressing biases in
hiring algorithms.

Pagano et al. categorize bias mitigation techniques into three main categories: pre-
processing, in-processing, and post-processing [68]. Pre-processing approaches work
towards rebalancing the data. In-processing mitigation concentrates on the model’s regu-
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larization with a bias correction term [69]. Software engineers can employ pre-processing
mitigation techniques to alter a dataset to ensure fairness metrics. In this regard, the ap-
proach mitigates bias in the distortions that come up with protected groups while seeing
the resulting changes in the dataset. In essence, the methods quantify the discriminatory
effects to facilitate the removal or accounting of the same [70]. The ultimate aim is to form a
fair training distribution that ensures hiring algorithms rely on fair data sets. Undertaking
pre-processing permits authors to preserve the users’ privacy by generating synthetic data
from the representation of the initial data [69]. An advantage of pre-processing is that it is
undertaken independently of the model. At the same time, since the approach alters the
data before building the hiring model, this assists in addressing the root cause of the bias
problem [70]. However, pre-processing bias mitigation measures may be ineffective since
data are likely to be biased. The approach is tedious when dealing with a large data set. As a
result, applying deep learning can assist in addressing the problem through in-processing
mitigation approaches. These improve fairness by producing nondiscriminatory results,
even based on biased data. One of the in-processing approaches is adversarial de-biasing.
It involves training the adversarial network to predict protected demographic informa-
tion from biased data [71]. The adversarial network serves as the discriminator. The fair
network learns to fool the discrimination to minimize the probability of the discriminator
predicting an attribute from the model’s output. As a result, adversarial learning reduces
the impact a protected train has on the output [70]. The advantage of the in-processing ap-
proach is its widespread generalizability in applications, and hence, it can be employed to
mitigate biases in hiring algorithms. The last category is the post-processing method. Other
researchers have considered this approach as applicable in mitigating bias. It involves ma-
nipulating model predictions using a certain fairness constraint [70]. The approach works
without accessing the model parameters. However, using a post-processing bias mitigation
technique results in a significant loss in performance. The table below summarizes the
core ideas and deficiencies of hiring algorithms using AI techniques and those without AI
techniques (Table 3).

Table 3. A summary of the core ideas and deficiencies of hiring algorithms without AI and those
using AI techniques.

Name Core Ideas Deficiencies

1 Hiring algorithms without AI

(a) Checks how many words are
included in the job description [72].

(b) Human oversight.
(c) Continual improvement [73].

(a) Overemphasis on keywords.
(b) Lack of human connection in the

hiring process [74].
(c) Limited representation.
(d) Ignoring soft skills.

2 Hiring Algorithms using AI
techniques

(a) Language proficiency assessment.
(b) Enhances fairness [75].
(c) Diverse training data.
(d) Sentiment analysis of candidate

responses.

(a) Low quality of data introduces
biases [76].

(b) Black box models lead to lack of
transparency [77].

(c) Failure to eliminate algorithmic
unfairness [78].

(d) Causes over-generalization [78].

7.3. Case Studies of AI Eliminating Biases

AI techniques have been used to mitigate biases in different industries. For instance,
IBM’s AI Fairness 360 Toolkit is an open-source software that assists in in detecting and
removing bias in ML. It allows for developers to utilize state-of-the-art algorithms to
identify unwanted biases from appearing in their ML pipeline [79]. By adopting the toolkit,
businesses can improve the fairness of their candidate selection process. Moreover, Textio’s
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augmented writing platform employs AI to mitigate biased language in job descriptions.
The platform uses NLP to analyze job postings and suggest alternative language that
is more inclusive and appealing to a diverse audience. Organizations using Textio, like
CISCO, have indicated the platform has helped them create gender-neutral job adverts,
allowing for the business to resonate with a diverse pool of people [80]. Lastly, Accenture’s
Fairness Tool for AI is designed to evaluate and address bias in AI models, including those
in recruitment. The tool assesses models for fairness across demographic groups and offers
recommendations to organizations on how to mitigate biases. The tool has been employed
to enhance fairness in hiring algorithms, ensuring that AI systems do not discriminate
against particular groups [81].

Conclusively, AI techniques provide valuable solutions for mitigating biases in hiring
processes. Firstly, a correction of the vector space of an algorithm can be used to eliminate
bias in hiring. In this case, developers identify the dimension that contains the protected at-
tribute and the biased concepts. Secondly, organizations can undertake data augmentation
by fine-tuning the data source to eliminate biased data. Bias mitigation strategies can be
evaluated from three broad categories: pre-processing, in-processing, and post-processing.

8. Limitations of AI in Eliminating Bias

Deep learning techniques can analyze large sets of data and, in the process, extract
complex patterns [82–86]. Such capability makes deep learning methods instrumental in
addressing various biases in different domains, including hiring. Leveraging the ability of
AI, organizations can become fairer and more unbiased in critical practices like candidate se-
lection and evaluation. Indeed, there is no doubt that AI techniques have found widespread
application in hiring and promise to make the process seamless and unbiased. However,
addressing biases in hiring is not a straightforward issue. The complexity involved in
detecting and addressing biases in hiring makes it challenging even for AI techniques.
Despite their promise to handle the issue of bias in hiring, it is crucial to understand their
limitations and challenges associated with eliminating biases through AI.

One limitation of AI methods is the quality of data and criterion definition used. Deep
learning and NPL approaches need predictor variables of a certain quality in the hiring pro-
cess. For instance, psychological constructs need to be reliable and valid. However, given
that ML hiring algorithms can handle large sets of predictor variables, job interviews and
observation assessments do not need to be aggregated to obtain reliable measures. In such
cases, the quality of a single input is less significant than in traditional selection procedures,
where a single input has a major effect on the outcome. AI techniques can incorporate
multiple sources like automated interviews and social media platforms, among others [87].
This offsets the weaknesses resulting from a single inaccurate data source. However, AI
faces a serious issue when there is a defined target variable that the model is expected
to predict [88]. For instance, an organization may use non-protected aspects like sales
numbers to make hiring decisions. AI techniques can alter hiring algorithms to ignore
protected characteristics in favor of a more objective variable like sales performance. While
subjective assessments do not influence some of the factors like sales numbers and can
be utilized to prevent prejudices and biases, they may not be an appropriate measure in
addressing biases. Aspects like sales volumes may be biased and dependent on other
factors like organizational climate and not necessarily on the skills and qualifications of
a candidate. For instance, where an employee worked in an efficient organization, their
sales may be significantly higher than those of another employee in a less efficient business.
When AI relies on such single variables, it is likely to mislead hiring managers on the
suitability of candidates. Another limitation of AI techniques in mitigating bias is that they
may fail to ensure algorithmic fairness [89]. In this case, fairness implies that the results
of the hiring algorithm are independent of particular sensitive attributes like gender and
religion or the proxy variables associated with sensitive data like a zip code. Such fairness
results from a bias that deep learning models and NLP techniques introduce in processing
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text. Biases in text classification models result in biased outcomes even where AI is used to
mitigate the negative effect.

Moreover, AI techniques may be prone to overgeneralization since deep learning
models depend largely on training data. This causes the risk of overgeneralizing the pat-
terns, further reinforcing the biases in the algorithmic biases [90]. For instance, if historical
successful hires have been predominantly male, the model may favor male candidates in
future predictions. Hence, hiring algorithms may continue with biased outcomes despite
embedding AI techniques to address the issue. Overcoming this problem requires thor-
oughly creating the training data to ensure a balanced approach. At the same time, despite
the advancement of AI techniques, it is challenging to use these methods to understand
contextual nuances and social complexities that contribute to biases. Research has shown
that deep learning methods excel at pattern recognition [76]. While this is commendable,
they fail to understand the underlying sociocultural factors that influence bias in hiring.
For instance, the model can use deep learning to detect protected and sensitive categories
and put corrective measures. However, deep learning techniques lack a holistic understand-
ing of the social dynamics and the integration of contextual information. In hiring, bias is a
complex social aspect that depends on various factors. The inability of AI approaches to
understand continual nuances makes them vulnerable to biases in different contexts.

Privacy and Ethical Implications of AI Systems

The adoption of AI-driven systems raises privacy concerns. AI-based hiring tools
require algorithms to be trained on diverse data, which often requires access to sensitive per-
sonal information [91]. This raises concerns about privacy, especially where organizations
do not handle data securely. The failure of organizations to prioritize data security when
sensitive personal information is used violates privacy. Violating privacy could expose
organizations to lawsuits [92]. Additionally, AI-based hiring systems raise serious ethical
concerns. A majority of the models lack transparency and explainability. The “black-box”
nature makes it difficult to understand how the systems reach hiring decisions. The lack of
transparency raises ethical concerns, especially in hiring, where decisions have significant
effects on individuals and organizations. Moreover, AI systems may struggle to assess soft
skills accurately [93]. The potential oversight of soft skills makes it challenging to evaluate
candidates beyond technical qualifications. Furthermore, as organizations embrace the use
of AI tools in hiring, this could lead to job displacements for human recruiters. This could
lead to more job losses, increasing economic disparities.

In summary, despite the important role of AI approaches in eliminating biases in hiring,
they are limited in various ways. In particular, AI methods rely largely on the quality
of data and criterion definition utilized. This happens especially when the techniques
have a defined target they need to are expected to predict. Additionally, AI may not
achieve algorithmic fairness. Biased outcomes are possible, even where the techniques are
employed to mitigate the negative effects. Lastly, the techniques often fail to understand
the contextual and social complexities that cause biases. The inability to understand such
factors means that the techniques cannot address hiring biases. There is also the problem
of over-generalization, where AI techniques can over-rely on patterns, further reinforcing
the biases.

9. Comparing and Contrasting Studies

This section compares and contrasts studies focusing on mitigating biases using AI.
The comparison indicates researchers who agree on the use of AI techniques to mitigate
bias in hiring. A contrasting study indicates how researchers differ and arrive at different
conclusions regarding using AI to address hiring biases.

9.1. Comparing Research Articles

Existing body of research shows that AI techniques are instrumental in addressing bi-
ases in algorithmic biases [42,45,47]. As organizations shift to hiring algorithms to address
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the problem of hiring biases, this has not addressed the problem. Hiring algorithms, like
humans, are vulnerable to biases, which ultimately affect how they make decisions [48].
Hiring algorithms are biased, depending on the data used to train them. Algorithm design-
ers may introduce biases in making them, increasing the chances that the hiring algorithms
will introduce biases in decision making. Despite the weaknesses of algorithm-based
systems in hiring, research shows that more can be done to make them better [57]. In par-
ticular, investigators see AI techniques as the antidotes of biases in algorithm-based hiring
systems. Investigators share this belief due to the ability of these techniques to improve
hiring algorithms and introduce corrective measures [25,59]. The ability of deep learning
methods to identify patterns and make more accurate predictions makes them appropriate
for addressing the issue of bias in employment, which has remained problematic for a
long time. When used with NLP approaches, deep learning offers more viable solutions to
the problem.

AI techniques are not without defects. They can fail to detect biases in hiring, especially
when they are trained using already biased data and form patterns consistent with the
biased data [94]. Further, some forms of bias may be challenging to detect due to the
complex nature of the issue. Bias is a social issue that varies from one context to another.
The inability of AI methods to understand all contexts means they can fail to detect bias [95].
The reviewed studies demonstrate that HR professionals should be aware of possible biases
even where AI methods are incorporated into hiring systems. Chen believes that humans
must collaborate with autonomous systems to address biases [96]. The collaboration
provides a double check for bias, detecting and eliminating any bias that either fails to
notice. Chen indicates that humans tend to conflict with machines. The competition for
control adversely affects how humans use machines to address issues like bias [63]. Brishti
and Javed agree that humans must collaborate with AI-based solutions to achieve proper
benefits and opportunities in any field [40].

9.2. Contrasting Research Articles

However, concerns have been raised by applicants concerning how AI-powered
systems treat them. In research involving the collaboration between recruiters and AI,
Zhisheng Chen explored participants’ feelings when interacting with AI-powered hir-
ing tools. While some participants responded positively, others demonstrated that the
conversations with AI systems did not feel as natural as communicating with a human
being [48]. One researcher recommends that AI systems strengthen their hiring algorithms
and optimize their communication [48]. Humans must collaborate with AI-based tools
using AI techniques to eliminate biases. Collaboration between humans and AI-based
systems is fundamental in addressing the challenge of bias present when human recruiters
are left alone to evaluate CVs or when humans do not closely monitor AI-based systems.
However, researchers acknowledge a possible conflict of shared control between humans
and autonomous systems. However, the conflict can be addressed using a heuristic model
proposed by Vanderhaegen [96]. The model follows four main stages: testing shared control,
identifying detection parameters, pinpointing conflicting decisions, and testing them [96].
Averting the conflict necessitates the need for humans and autonomous AI systems to have
a certain amount of control over a given process. In the case of hiring, organizations need
to consider ways of addressing HR practitioners’ concerns against AI-based systems. Chen
believes that humans and AI can coexist, but the latter needs to undertake technological
learning and make improvements to warning systems [96].

Researchers disagree on the best approaches to using AI to eliminate algorithmic
bias. For instance, Gonen and Goldberg [97] disagree with the approach involving the
correction of the vector space of the model, indicating that the technique hides biases
instead of eliminating them. The researchers explore previous works where the technique
has been used unsuccessfully to address challenges in word embedding models, concluding
that the approach is insufficient. Instead, Ismael Garrido-Muñoz [59] supports the data
augmentation technique in eliminating bias. The researcher demonstrates that the approach
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fine-tunes existing trained models, avoiding designing new models from scratch, which
would be expensive and time consuming [59]. Given that hiring algorithms take time to
design, fine tuning them will allow for programmers to make the necessary adjustments to
ensure a more balanced approach to protected categories like race and gender in hiring.

9.3. AI Fairness and Accuracy in Hiring

Researchers demonstrate that the application of AI techniques in hiring increases
accuracy and fairness. In particular, Thompson et al. demonstrate that Robustly optimized
bidirectional encoder representations from the transformers approach (RoBERTa) have
an accuracy of avg r = 0.84. This is near the inter-rater reliability that multiple expert
raters attained following consensus (avg r = 0.85) [42]. Moreover, Sridevi and Suganthi use
classifiers such as linear regression, decision tree, Adaboost, and XGBoost to establish the
suitability of candidates from a pool of resumes. An accuracy of 95.14 percent is attained
when the researchers employ the XGBoost classifier [47]. Additionally, Luetge undertakes
research on how to improve fairness perceptions of AI in hiring. The research has three
major hypotheses. Hypothesis 1 indicated that participants would evaluate an AI interview
as fairer when it is conducted at the initial stage than when it is at the last phase. The results
of ANOVA show that there is a difference between AI interviews in the screening stage
versus the final decision stage, F(7396) = 6.81, p < 0.01 [98], which supports the hypothesis.
In the second hypothesis, the researcher proposes that participants would consider the
selection process fairer if they had additional information on how AI can minimize bias.
The results of the ANOVA show the difference between the sensitized and non-sensitized
groups is F(7396) = 4.85, p < 0.05 [98], which supports the hypothesis. The third hypothesis
demonstrates that participants would consider the selection procedures fairer if the AI
selection were made under the supervision of a human. However, the ANOVA results
showed no significant difference between AI decision making with oversight and without
it [98].

In summary, researchers agree that hiring algorithms are vulnerable to biases, impact-
ing how they make decisions regarding hiring. There is consensus that AI techniques are
critical in addressing algorithmic biases in hiring. Researchers consider the two methods
as the antidotes of biases in algorithm-based hiring systems. Studies indicate that these
techniques improve the hiring process by introducing corrective measures needed to make
the hiring process fair for all candidates. However, investigators point out that AI tech-
niques have limitations. As a result, studies call for a collaboration between humans and
autonomous systems to address the biases. Instead of humans conflicting with machines,
they should embrace them to enhance the hiring process while at the same time addressing
algorithmic biases that emerge.

10. Broader Implications

The findings have a broader implication for AI development and HR management.
In AI development, the findings demonstrate the need for ethical considerations while
developing AI tools in hiring. AI developers need to prioritize fairness, transparency,
and accountability to ensure that AI systems contribute positively to the recruitment
process without perpetrating biases. Additionally, AI models in hiring need to undergo
continuous monitoring and updating. AI developers need to undertake regular assessments
to identify and rectify biases that may emerge over time. As organizations and societies
evolve, there is a need to update AI algorithms to ensure they mitigate biases that emerge.
For HR management, the findings underscore the need for informed decision making. HR
professionals should collaborate with AI models in hiring rather than leaving AI as the sole
determinant. The findings suggest the need for AI and HR professionals to collaborate so
that unique aspects of candidates are not overlooked. Moreover, HR professionals should
be equipped with the knowledge and skills to understand and oversee AI-driven hiring
processes. There should be training programs focusing on enhancing oversight and the
ability to assess AI outcomes critically.
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11. Conclusions

Hiring algorithms are prone to errors, and HR professionals must know this limitation.
Biases in hiring are a serious ethical concern that needs immediate attention. Bias can
cause discrimination against certain categories of individuals and should be minimized
and avoided. Our analysis is critical in streamlining the hiring process to make it fairer
for all groups. It demonstrates that algorithmic biases in hiring can be addressed using
correction of the vector space and data augmentation. Applying AI techniques cannot
succeed without a collaboration between humans and machines to address biases. We
suggest that recruiters actively build and test hiring applications to ensure they meet the
required standards. Despite the progress in applying AI in hiring, our findings show that
research on hiring algorithms is still in its formative stages. Consequently, we advocate for
extensive research in applying AI techniques in HR to examine the sources of biases and
develop solutions to address the issue.

The study findings suggest areas for future study. Firstly, researchers should focus on
the dynamics involved in human–AI collaboration. An understanding of enhancing the
synergy between humans and AI-driven hiring tools can lead to more effective and unbi-
ased hiring processes. Secondly, more research should focus on advanced bias mitigation
techniques. Studies should explore more innovative mitigation approaches that consider
the evolving nature of biases in society. Additionally, studies should explore the potential
impact of emerging technologies like quantum computing on hiring practices. Investigating
how the technology can transform efficiency and fairness in AI-driven recruitment systems
is critical in unearthing better AI bias mitigation techniques.
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