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Abstract: Accurate information on potential evapotranspiration (PET) is mandatory for arid regions
(such as Egypt) to assess crop water requirements. Such precision is limited by the dynamical
downscaling options and the physical settings used in regional climate models (like the RegCM4). To
address these issues, four simulations were run as part of the current study. The first two simulations
take direct (DIR) and one-way nesting (NEST) into account, while the other two use two boundary
layer techniques (HOLTSLAG; HOLT) and (the University of Washington; UW). All simulations
were driven via an ERA-Interim reanalysis of 1.5 degrees. The simulated PET was evaluated for the
high-resolution reanalysis gridded derived product of ERA5-Land (hereafter ERA5). The findings
revealed no discernible difference between DIR and NEST regarding global incident solar radiation
(RSDS). Also, NEST had a higher mean air temperature (TMP) than DIR. Additionally, UW had
a lower TMP than HOLT, but switching between HOLT and UW did not significantly impact the
simulated RSDS. Concerning PET, it is neither affected by DIR and NEST nor HOLT and UW. Such
results suggest that the RSDS is the main driver in controlling PET variability, followed by TMP.
Therefore, by using the DIR downscaling option and UW boundary layer scheme throughout the
period of 1990–2020, as recommended by the World Meteorological Organization, the RegCM4 can
be used to develop a regional PET map of Egypt.

Keywords: DIR; NEST; HOLT; regional climate model; PET

1. Introduction

The Fourth Assessment Report of the Intergovernmental Panel on Climate Change
(IPCC; [1]) reported that both the Middle East and North Africa (MENA, as a hot-spot water-
scarce region) shows a high rate of water need (represented by potential evapotranspiration
(PET)) as a result of mean air temperature increase particularly under the Representative
Concentration Pathway 8.5 (RCP8.5). Although the Penman-Monteith equation (PM; [2])
has been recommended to compute PET because it is based on physical principles gov-
erning the physical exchange of water and energy between the surface and atmosphere, it
requires many atmospheric variables (most of them are calculated empirically, leading to
a large increase in the uncertainty of the computed PET as reported by [3]). Instead, the
Hargreaves-Samani equation (HS; [4]) has been used to compute PET. The HS equation
has several advantages; for example, it is recommended to be calculated directly after the
PM equation [5], and it provides an easy way to track future projected PET changes (as a
function of mean air temperature) under different future scenarios [3].

The construction of a regional PET map (either in the present climate or under different
future scenarios) can be carried out by using high−resolution regional climate models
(RCMs such as the RegCM4 [6]). Additionally, the accurate estimation of atmospheric
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variables (especially those involved in computing PET) can be ensured by investigating
different options of dynamical downscaling or various combinations of physical schemes
(e.g., boundary layer). For instance, the authors of [7] reported that high-resolution RCMs
and improved physical parameterization could ensure a high capability to reproduce large-
scale atmospheric circulations. The authors of [8] also conducted experiments to constrain
the mean air temperature and total surface precipitation concerning different reanalysis
products using the RegCM4. They reported that direct downscaling to high-resolution
ensures better performance than adopting a one-way nesting technique.

In Egypt, the author of [9] examined the role of boundary layer schemes in constraining
the daily mean air temperature using the RegCM4. They reported that the University of
Washington scheme (UW [10]) is better at simulating the mean air temperature than the
HOLTSLAG (HOLT [11]) for the ERA5 reanalysis product. Additionally, the authors of [9]
observed that the global incident solar radiation was affected neither by the options of
dynamical downscaling (direct or one-way nesting) nor by the boundary layer schemes
(HOLT or UW). However, the influence of different options of dynamical downscaling or
boundary layer schemes on the simulated PET of Egypt was not examined in this study.
Therefore, the target of the present study is to:

1. Examine the influence of dynamical downscaling options (direct versus one-way
nesting) and boundary layer schemes (HOLT versus UW) on the simulated PET in
comparison with the ERA5 reanalysis product as the ground truth of observations
of PET.

2. Examine the dependence of the simulated PET on the global incident solar radiation
and daily mean air temperature (as inputs of the HS equation) by constructing a
regional map of the Pearson correlation coefficient in each case. The significant
correlation was calculated using Student’s t-test with alpha equal to 5%.

3. Investigate the performance of the RegCM4 concerning the climatological annual
cycle of PET concerning ERA5 for ten locations representing different climate zones
of Egypt (see Section 3).

Section 2 describes the study area and experiment design; Section 3 shows the results.
Section 4 provides the discussion and conclusion.

2. Materials and Methods
2.1. Study Area

Egypt (an important country in the MENA region) is bordered by the Mediterranean
Sea in the north and the Red Sea in the east. From a climatic point of view, Egypt is
categorized as a semi-arid region. According to the Köppen climate classification, Egypt
is classified as a desert climate. The maximum and annual values of relative humidity
vary within the study region. For example, Cairo has minimum values during spring
(around 48%) and maximum values in summer (about 70%). Also, Egypt is characterized
by heatwaves during the spring and summer seasons (intense in Upper Egypt and moderate
on the northern coast).

The dominant wind direction of the coast of the Mediterranean Sea is northwest, which
can explain the moderate temperature in this region. In Upper Egypt (Aswan, Luxor, Asyut,
or Sohag), the nighttime temperatures become high, especially in the summer (average
high temperatures exceed 40 ◦C). In addition, the high elevation topography (e.g., Saint
Catherine Mountains) plays an important role in controlling the nighttime temperature [12].

2.2. Experiment Design

In the present study, we used the fourth generation of the RegCM regional climate
model (the RegCM4 [6]). The RegCM4 has been used to compute PET in regions such as
Bulgaria [3]. Four experiments were conducted over the period 1997–2017 to address the
influence of different options of dynamical downscaling and boundary layer schemes on
the simulated PET. The first year was considered as a spin-up to initialize the RegCM4 with
an equilibrium state of the atmosphere [13]; hence, the analysis starts in 1998 and ends in
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2017. The RegCM4 was downscaled in all simulations via the ERA-Interim reanalysis of
1.5 degrees (EIN15 [14]). The present study customized the RegCM4’s domain with 25 km
horizontal resolution with 60 grid points in both zonal and meridional directions. Figure 1
shows the surface elevation of Egypt (in meters), including the ten locations.
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Figure 1. Surface elevation of Egypt (in meters). The red dots indicate the location of stations reported
in the present study.

The four simulations were grouped into two cases to serve the purpose of the present
study. The first case considers the dynamical downscaling options direct (DIR) and one-way
nesting (NEST) following [9]. However, the second case manipulates the boundary layer
schemes HOLT and UW as in [9]. PET was calculated using a calibrated version of the HS
equation following [15] in the four simulations. The simulated PET was evaluated for the
derived ERA5-land reanalysis product [16]. In addition, significant differences between
the two simulations (of each case) were calculated using Student’s t-test with alpha equal
to 5%. Figure S1 shows a methodological flowchart summarizing the steps of the present
study. In the present study, the simulated PET was calculated using a calibrated version of
the HS equation [15]. The calibrated HS equation can be written as:

PETHS = 0.0105 × RSDS × (TMP + 17.8),

where RSDS is the global incident solar radiation (in mm day−1 to match the PET unit [2])
and TMP is the 2 m mean air temperature (in ◦C).

2.3. Validation Data

The authors of [15] reported that the long-term records of station PET data may not be
available spatially or temporally. However, a new high-resolution gridded PET reanalysis
product (hPET [17]) was developed. This product computes PET using the PM equation
and retrieves the meteorological variables (involved in computing PET) from the ERA5-
land product [16]. The hPET product was originally available in 0.1 degrees for 40 years
(1981–2021) in hourly time scales and daily sums.

According to [17], hPET shows good consistency with the available global PET prod-
ucts, particularly Climate Research Unit (CRU [18]). Additionally, hPET products can be
used in ecohydrology and drought propagation. Recently, the hPET was used to assess the
RegCM4’s performance [15]. For the present study, all products were bilinearly interpolated
on the RegCM4 curvilinear grid [3].
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3. Results

The authors of [15] claimed that calibrating the global incident solar radiation’s co-
efficient (RSDS) is more efficient than the one of the daily mean air temperature (TMP).
Because the simulated PET is affected by both the RSDS and TMP [3,4], it is important to
investigate the influence of dynamical downscaling and boundary layer options to explain
the observed changes in the simulated PET in each case. The authors of [9] reported that
dynamical downscaling (DIR or NEST) has an insignificant impact on the simulated RSDS
in all seasons.

Switching between DIR and NEST considerably affects the simulated TMP through
changes in the ground temperature and sensible heat flux (as NEST amplifies the positive
bias compared to the DIR). For the boundary layer parameterization, the authors of [9]
noted that the UW has a lower TMP than the HOLT, particularly for spring and winter
seasons. Moreover, the simulated RSDS does not change in the transition between HOLT
and UW.

3.1. Seasonal Climatology
3.1.1. Influence of Dynamical Downscaling Options on PET

Figure 2 shows a comparison between DIR and NEST concerning the ERA5 reanalysis prod-
uct and the difference between NEST and DIR. In general, it can be observed that the RegCM4
can reproduce the spatial pattern of the simulated PET for ERA5, as PET shows minimum
values in the winter season (December−January−February; (DJF); Figure 2s−u) followed by
the spring (March−April−May; (MAM); Figure 2a–c) than summer (June−July−August; (JJA);
Figure 2g–l), and, finally, autumn (September−October−November; (SON); Figure 2m–o).
DIR and NEST also show a negative PET bias of 1–2 mm day−1 in the MAM and JJA seasons
(Figure 2d,e,j,k). Meanwhile, both simulations show a positive bias of 1–2.5 mm day−1

in the SON season. Finally, in the DJF season, the RegCM4 bias approaches its minimum
value (around +0.5 mm day−1; Figure 2v,w). Qualitatively, no observed difference is noted
between the two simulations in all seasons (see Figure 2f,l,r,x).

3.1.2. Influence of Boundary Layer Schemes on PET

Figure 3 shows the simulated PET of the HOLT and UW compared to ERA5 and
the difference between the HOLT and UW. Similar to Figure 2, the RegCM4 success-
fully captures the spatial pattern of PET concerning the ERA5 product in all seasons
(Figure 3a–c,g–i,m–o,s–u). Additionally, the RegCM4 bias is similar to the one noted in
the case of dynamical downscaling in all seasons (Figure 3d,e,j,k,p,q,v,w). Lastly, the two
simulations have no considerable difference in all seasons (see Figure 3f,l,r,x).

From Figures 2 and 3, one can observe that the simulated PET is sensitive neither to the
option of dynamical downscaling (DIR/NEST) nor the boundary layer parameterization,
despite the noted changes in the TMP in both cases [9]. This noted behavior can be
attributed to the fact that the RSDS is not affected by dynamical downscaling and boundary
layer options. Therefore, the RSDS mainly controls PET, which will be further discussed in
Section 3.2.

3.2. Dependence of PET on RSDS and TMP

In Section 3.1, it was observed that the RSDS is the main driver of PET changes
followed by the TMP. To confirm this point, a regional map of the Pearson correlation
coefficient was plotted between PET, RSDS, and TMP for each case. Significant correlation
was calculated using Student’s t-test with alpha equals to 5%. Figure 4 shows the correlation
between PET and TMP (Figure 4a), while the correlation between PET and RSDS concerning
the DIR simulation is indicated in Figure 4b.
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Figure 2. The potential evapotranspiration over the period 1998–2017 (PET; in mm day−1) for MAM
season in the first row (a–f); JJA in the second row (g–l); SON in the third row (m–r); and DJF
in the fourth row (s–x). For each row, DIR is on the left, followed by NEST; ERA5 is third from
left, DIR minus ERA5, NEST minus ERA5, and the difference between NEST and DIR. Significant
difference/bias is indicated via black dots using Student’s t-test with alpha equal to 5%.

Figure 4a shows that the correlation between PET and TMP exhibits a gradient that
differs with the examined region. For instance, in the 30–32◦ N region, the PET–TMP
correlation gradient ranges between 0.9 and 0.94. Meanwhile, in the 22–28◦ N region,
the correlation ranges between 0.94 and 0.96. For the PET–RSDS dependence, it can be
noted that the correlation is between 0.96 and 0.98 (Figure 4c). In the NEST simulation,
the PET–TMP dependence is quite different from the one observed in the DIR simulation
because NEST is warmer than DIR in all seasons [9]. This point can be confirmed by noting
that the correlation in this case ranges between 0.9 and 0.95 (Figure 4c). For the RSDS, the
situation is not quite different from the DIR simulation because RSDS does not change
between the two simulations. Therefore, it can be observed that the correlation ranges from
0.96 to 0.98 similar to the DIR simulation (Figure 4d).
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Figure 3. The potential evapotranspiration over the period 1998–2017 (PET; in mm day−1) for MAM
season in the first row (a–f); JJA in the second row (g–l); SON in the third row (m–r); and DJF
in the fourth row (s–x). For each row, HOLT is on the left, followed by UW; ERA5 is third from
left, HOLT minus ERA5, UW minus ERA5, and the difference between UW and HOLT. Significant
difference/bias is indicated via black dots using Student’s t-test with alpha equal to 5%.

Moving to the boundary layer case, the PET–TMP correlation does not vary much
between the boundary layer schemes (see Figure 5a,c) compared to the case of dynamical
downscaling. For example, the correlation (in the two simulations, HOLT and UW) ranges
between 0.9 and 0.96. This noted behavior can be attributed to two reasons: (1) the
difference between DIR and NEST is larger than HOLT and UW and (2) regarding TMP
changes between HOLT and UW, RSDS is the main driver of PET changes followed by
TMP. Regarding RSDS, there is only a 1% difference between the correlations of the two
simulations. For instance, for the HOLT simulation (Figure 5c), the correlation ranges
between 0.96 and 0.98. However, the correlation lies between 0.95 and 0.98 for the UW
simulation (Figure 5d).
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3.3. Climatological Annual Cycle of PET

The combination of DIR–UW (the RegCM4) was considered based on the recom-
mendation of [9]. The climatological annual cycle of the PET was evaluated for ERA5.
Preliminary analysis indicated that the simulated PET annual cycle can be categorized as:
phase (Figure 6) and non-phase (Figure 7) shifts. In the phase shift, the simulated PET
maximum value is either delayed or advanced concerning ERA5. However, the non-phase-
shift considers consistency in the PET maximum value between the RegCM4 and ERA5.
Each phase comprises five stations. For instance, Figure 6 shows the annual cycle of the
simulated PET (in comparison with ERA5) for the following locations: Alexandria, Arish,
Giza, Ismaila, and Siwa.
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However, Figure 7 considers the comparison between the simulated PET and ERA5
for the following locations: Asswan, Asyout, Dakhla, Kharga and Luxor. Figure 6 shows
that the RegCM4 underestimates PET (from January to June) while it overestimates the
PET during the rest of the months in Alexandria. Additionally, RegCM4’s peak occurs
in August, and ERA5’s peak occurs in June. The four locations (Arish, Giza, Ismailia,
and Siwa) share a common feature regarding RegCM4′s behavior concerning ERA5. For
instance, in the aforementioned locations, the RegCM4 is close to ERA5 from January to
May, while the RegCM4 overestimates PET during the rest of the months. Like Alexandria,
the RegCM4’s peak occurs in August, while ERA5 peaks in June. In Giza, RegCM4’s peak
occurs in July and August, while the ERA5 peaks in June and July.
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stance, in the aforementioned locations, the RegCM4 is close to ERA5 from January to 
May, while the RegCM4 overestimates PET during the rest of the months. Like Alexan-

Figure 7. The climatological annual cycle of the simulated PET for ERA5 for the following locations:
Asswan, Asyout, Dakhla, Kharga and Luxor.

From Figure 6, it can be observed that the RegCM4 has a limited ability to reproduce
the climatological annual cycle of the simulated PET with ERA5 for the coastal locations
(Alexandria, Arish, Ismailia and Siwa) and near-coast location (Giza). In Figure 7, the
situation is different because the RegCM4 can reproduce the simulated annual cycle of PET
compared to ERA5. For instance, the RegCM4 and ERA5 show the PET peak during June,
July, and August. Additionally, the RegCM4 underestimates PET from January to August,
while the RegCM4 is close to ERA5 during the rest of the months.
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4. Discussion and Conclusions

The accuracy of estimating potential evapotranspiration (PET) is a mandatory require-
ment for a proper assessment of crop water needs and the monitoring of agricultural and
meteorological droughts. To achieve this accuracy, the authors of [2] recommended the
PM equation to estimate PET. However, the PM equation is data-intensive, requiring many
atmospheric variables that are not available spatially/temporally [19]. Hence, there is an
urgent need to estimate PET using a simple empirical method with a minimum number of
meteorological inputs [3,4]. However, the original version of the empirical equation may
not be suitable for estimating PET, causing over/underestimation of the PM observations.
Therefore, local calibration (according to the study region) can give reasonable accuracy in
estimating PET.

Focusing on the HS equation (the alternative model of the PM), the calibration has
proven its efficiency in various regions across the globe, such as Egypt [15], Bulgaria [3],
Sudan and South Sudan [5], West Texas [19], and Nigeria [20]. Additionally, the accuracy
of the calculated PET is affected by the configuration of the regional climate model (e.g.,
the RegCM4) used for this purpose. The authors of [8] used the RegCM4 to conduct two
experiments: (1) studying the influence of the direct down-scaling of ERA-Interim reanal-
ysis with different horizontal grid spacings and (2) making a comparison between direct
down-scaling and two-way nesting using ERA-Interim of 1.5 degrees on the near daily
average air temperature and total surface precipitation. They claimed that the accuracy
of the RegCM4 can be improved when direct down-scaling with an acceptable resolution
is adopted.

In Egypt, the accuracy of the RegCM4 has been examined via various boundary layer
schemes [9]. In this study, the authors reported that the UW scheme is better than the
HOLT scheme in simulating daily mean air temperature concerning ERA5. However, the
influence of dynamical downscaling options or the role of the boundary layer schemes has
not been examined for the PET of Egypt until now.

The present study addressed the influence of dynamical downscaling and boundary
layer options by conducting four simulations with a 25 km horizontal grid from 1997 to 2017.
Also, the simulated PET was calculated using a calibrated version of the HS following [15].
The high−resolution global gridded PET product (hPET) was used as the benchmark
for evaluating the simulated PET. The results of this study can be summarized in the
following points:

1. The simulated PET is insensitive to the dynamical downscaling and boundary layer
options, despite the noted changes of TMP [9].

2. RSDS is the main driver of PET changes, followed by the TMP.
3. On a point-scale, the simulated climatological annual cycle of PET is categorized as

phase and non-phase shift.

In conclusion, the RegCM4 can be used to develop a PET map of Egypt using the
DIR-UW configuration. This finding not only aids policy makers in assessing the daily
water requirements of crops, which is crucial for daily forecasts, especially in regions
with limited data, but also holds the potential for projecting future water needs under
varying warming scenarios. Such insights provide a vital resource for strategic decision-
making in agricultural and water resource management, offering a bridge between scientific
advancements and actionable policies.

It is worth mentioning that the present study did not consider the influence of aerosols
on the RSDS budget, and ultimately, the simulated PET. Also, long term in-situ observations
were not available during the time of the experiment. Instead, we used hPET to evaluate
the performance of the RegCM4 on a point scale. Additionally, bias-correction techniques
(e.g., [12]) have not been applied to correct the RegCM4 output of each season. Finally,
the present study relies on using one regional climate model (RCM). In a future study, the
following points will be addressed:
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1. The influence of aerosols will be considered to address the noted changes in RSDS,
TMP, and PET.

2. The sensitivity of the simulated PET to different lateral boundary conditions (adopted
from the General Circulation Models participating in the Fifth Coupled Model Inter-
comparison Project—CMIP5; [21]) will be studied by examining the simulated RSDS
and TMP.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/ASEC2023-15357/s1, Figure S1: A methodological flowchart sum-
marizing the steps of the present study.
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