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Abstract: The fight against financial crimes has become increasingly challenging, and the need for
sophisticated systems that can accurately identify suspicious transactions has become more pressing.
The goal of the study is to develop a new feature selection method based on swarm intelligence
algorithms to improve the quality of data classification. This article is about the development of
an information system for the classification of transactions into legal and suspicious in an anti-
money laundering sphere. The system utilizes a swarm-algorithm-based feature selection approach,
specifically the ant colony optimization algorithm, which was both used and adapted for this
purpose The article also presents the system’s functional–structural diagram and feature selection
algorithm flowchart. The proposed feature selection method can be used to classify data from various
subject areas.

Keywords: AML; swarm intelligence; ant colony optimization

1. Introduction

In 2009, the Republic of Kazakhstan introduced the law “On Counteracting the Le-
galization (Laundering) of Illegally Obtained Income and the Financing of Terrorism.” To
comply with financial regulators’ legal requirements, financial institutions utilize Anti-Money
Laundering (AML) tools. AML is a set of techniques for analyzing money laundering risks,
including customer identity verification, transaction monitoring, and regulatory compliance.

The term “money laundering” was first used in the early 20th century to describe the
process by which criminals convert illegal funds from illicit activities such as fraud, embez-
zlement, insider trading, bribery, theft, or tax evasion into legal funds or assets through a
series of transactions, ultimately concealing the source of the illegally obtained funds.

In 1989, the Financial Action Task Force on Money Laundering (FATF) was estab-
lished to combat money laundering and the legalization of proceeds from crime. This
organization publishes the recommendations that have been adopted in over 130 coun-
tries worldwide [1].

Money laundering is a covert and imperceptible activity, in contrast to fraud. As a
result, many individuals may become unwitting victims of the money laundering process
without even realizing it. Different assessments suggest that about 2 trillion USD are
laundered on an annual basis [2]. The global efforts to combat money laundering do not
seem to be making substantial strides, as evidenced by the fact that, this year, the average
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risk level has only decreased by a marginal 0.05% to reach 5.25 out of 10 (where 10 is the
maximum risk level) [3].

Money laundering usually involves a three-step process: placement, layering, and
integration. The first step is placement, which involves withdrawing a large sum of
money and depositing it into a financial institution. To avoid suspicion, criminals often use
businesses that deal with large amounts of cash, such as restaurants, bars, and car washes [4].
The funds can be broken down into smaller amounts and deposited into bank accounts.
Law enforcement agencies have developed ways to make it more difficult to place funds
inconspicuously, such as suspicious activity reports and currency transaction reports [4].

The second step, layering, involves numerous transactions, often using front com-
panies and organizations. Criminals may also buy high-value goods and register them
under a nominee’s name to obscure the money’s origin. This makes it harder for law
enforcement to track the movement of money, as information on financial transactions may
not be available until later [3,4]. Finally, integration is the stage when laundered funds can
be used by criminals [4,5].

From the perspective of financial markets, the act of laundering money can take
various forms such as smurfing, trading, interbank wire transfers, creating artificial invoices,
imitating transactions, and other related activities [5].

Money laundering poses a variety of risks, including operational, reputational, and
legal risks, and can also undermine the stability of financial institutions. Developing
countries are particularly vulnerable to the impact of money laundering, as they are often
unable to be selective about the sources of capital they accept. Criminal tax evasion through
money laundering can increase taxes and prices for the general population. By combating
money laundering, not only can the number of financial crimes be reduced, but resources
can also be freed up to combat more serious crimes [4,5].

The traditional approach to AML remains a manual process. However, since the vol-
ume of banking transactions and data is increasing every year, work within the framework
of AML should be automated using special systems and tools. Traditional AML software
usually relies on pre-defined rules and data, and suffers from various drawbacks, such as
inefficient thresholds, high false-positive rates, limited pattern recognition, and inadequate
data processing capabilities.

One of the crucial components of AML is transaction monitoring. Due to the high
volume and speed of transactions processed by financial institutions daily, it is essential
that the transaction monitoring tools used are appropriate for the current conditions and
provide reliable control. To ensure the effective detection of suspicious transactions, a
robust transaction monitoring process is essential. This process should involve comparing
transaction details with identified risks, such as the geographic location of the transaction,
the type of products and services being offered, and the type of client involved in the
transaction [5]. The process should also consider different typologies for money laundering
and other illicit activities to determine if the transaction is unusual or suspicious. By doing
so, financial institutions can better identify potentially illicit activities and take appropriate
measures to prevent money laundering and other financial crimes.

There are two methods of transaction monitoring: real-time (pre-transaction) mon-
itoring during the transaction, and post-transaction monitoring for identifying patterns
and trends [6,7]. The main objective of both approaches is to identify suspicious activities
that require further investigation. Real-time monitoring is preferred to reduce the risk
of breaching sanctions, while post-transaction monitoring can be useful for identifying
recurring criminal activities.

Transaction monitoring is a useful tool that can be utilized not just to detect money
laundering, but also to flag indicators of illicit activities like terrorist financing, various types
of fraud (such as false insurance claims and chargebacks), identity theft, drug trafficking,
corruption, and bribery.

As the volume of digital transactions increases daily, the need for transaction moni-
toring also grows. The manual monitoring of transactions and identification of suspicious
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patterns without an automated system would be nearly impossible. Using an automated
transaction monitoring solution can enable companies to effectively monitor and identify
unusual financial activities.

There is a main category in transaction monitoring, which is suspicious transaction. If
there is reason to believe that the transaction involves the proceeds of crime or is intended
for illicit purposes, it may be classified as a suspicious transaction.

To execute appropriate transaction monitoring, financial institutions should keep the
following information about the transactions they obtain:

• The name of the customer and/or beneficiary;
• Address;
• Date and nature of the transaction;
• Type and amount of currency involved in the transaction;
• Other relevant information typically recorded by the financial institution [8].

Financial institutions may also keep track of other data points, such as the origin of the
funds, the purpose of the transaction, the geographic location of the transaction, and the
type of products or services being offered. This information helps to identify and monitor
transactions that may be suspicious or unusual.

The concept of incorporating artificial intelligence and machine learning in AML
transaction monitoring has been around for some time. Nevertheless, it remains crucial
for the monitoring outcomes and even the transactions themselves to undergo manual
verification by experts [9]. However, using machine learning has a lot of advantages [10]:

• Scale (machines have no difficulties with dealing with greater amounts of data);
• Diversity (machines can easily adapt to different sets of rules);
• Adaptability (if the models are regularly retrained, the systems keeps up with the

latest trends);
• Pattern recognition (machines can see all the data).

Machine learning is a technique used to make predictions based on past data. When
the machine learning algorithm is used to classify data into predefined categories based on
labeled training data, this is known as classification. Classification is considered a type of
supervised learning because it relies on labeled data to make predictions.

Feature selection is a critical aspect of machine learning. This process involves remov-
ing redundant or unnecessary data from the input dataset to facilitate their analysis using
data mining techniques. There are several reasons why it is essential to reduce the number
of features, including [10]:

1. Computational efficiency: With a large number of features, the calculations can
become computationally intensive, leading to slower processing times.

2. Overfitting: A large number of input features can increase the risk of overfitting,
where the algorithm becomes too specialized to the training data and performs poorly
on new data.

3. Memory limitations: In some cases, the input dataset may be too large to fit into
the memory, requiring modifications to the classification algorithm to handle out-of-
core processing.

Traditional AML software usually relies on pre-defined rules and data, and suffers
from various drawbacks, such as inefficient thresholds, high false-positive rates, limited
pattern recognition, and inadequate data processing capabilities. The article proposes
a novel method for transaction classification using swarm-intelligence-based feature se-
lection. The goal of the study is to develop a new feature selection method, leveraging
swarm intelligence algorithms with the aim of enhancing the accuracy and efficiency of
classification techniques. The new method is designed to be applied in the field of AML to
bolster the detection and prevention of financial crimes.
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2. Methods

For the purpose of transaction monitoring, a separate server has to be installed. This
server has to be linked to databases such as OFAC and Dow Jones in order to verify whether
individuals or entities are on sanction or stop lists. Furthermore, the server should be
connected to the core banking system, card processing system and local data storage servers,
allowing for it to retrieve transaction data. The infrastructure scheme of the developing
system is shown in Figure 1.
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In many cases, the prediction outcome is influenced by multiple features or predictors.
Therefore, it is crucial to eliminate any excess noise from the data and create a new, reduced
dataset. Feature selection involves the projection of the data onto a smaller set of features
that preserve as much of the relevant information as possible, improving the efficiency of
machine learning algorithms.

Feature selection is essentially an optimization problem, and metaheuristic algorithms
are an effective approach to solving it efficiently. These algorithms include evolutionary and
swarm-based methods. Swarm intelligence algorithms (or swarm algorithms) are different
from evolutionary algorithms as they do not require the generation of new populations, as
the number of agents is predetermined. These agents solve simple problems individually,
and their group interaction is considered “intelligent”.

Swarm intelligence is a population-based, nature-inspired branch of artificial intelli-
gence [11]. It is based on the idea that decentralized and self-organized groups can solve
complex problems more efficiently than individuals or centralized systems. Swarm intel-
ligence algorithms often involve the interaction of multiple agents or individuals, who
communicate and cooperate with each other to achieve a common goal [12]. Examples of
swarm intelligence algorithms include Ant Colony Optimization (ACO), Particle Swarm
Optimization (PSO), and Artificial Bee Colony (ABC) Optimization. Swarm intelligence
has found applications in various fields, such as optimization, data clustering, and robotics.

Ant Colony Optimization algorithm was introduced by M. Dorigo in 1992. This
algorithm mimics the foraging behavior of social ants [13]. The ants have a unique ability
to find the shortest path between their nest and food source by utilizing organic substances
called ‘pheromone trails’. While moving on the ground, each ant releases pheromones that
act as clues for other ants, especially when carrying food [14,15]. The nearby ants detect
this chemical and follow the path with a higher concentration of pheromones. This enables
the ant colony to communicate and cooperate efficiently in finding the optimal route to
the food source. The selection of a route is dependent on the number of insects that have
previously traveled on that route at a given point in time [16,17]. This probability can be
calculated using Equation (1):

P =
τα

ij ·ω
β
ij

∑k τα
ij ·ω

β
ij

, (1)

where ωi ∈ [0,1] is a weight of the i-th feature.
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Since the basic amount of deposited pheromone is constant value, but every feature
has a weight, which influences the amount of pheromones the feature will recieve in the
next steps, Equation (2) will be modified in the following way:

τij = (1 − ρ)·τij + ∑ ∆τk
ij(1 + ωi). (2)

Equation (2) means that the pheromone amount depends on the weight of the feature.
The value of the weight can be set manually, depending on the specific task. This paper
considers the classification of transactions into legal and illegal. Table 1 lists the possible
features of a transaction for which it is necessary to make a selection.

Table 1. The possible set of transaction features.

Operation Features Sender Data and Beneficiary Data

Operation number Client type
Branch Last name, first name

Currency Birth date
Datetime Country

Base amount Economic sector
Currency amount Client number

EKNP code
Document number

Document date
Document category

Document type
Operation status

Figure 2 illustrates the general approach to feature selection. The primary procedures
involve examining the input dataset columns, computing feature weights, performing data
selection using the ant colony optimization algorithm, training the model, executing the
classifier on a test dataset, and displaying the output results. Features that are not filled
or do not significantly affect the classification results may be excluded from the selection
process. These features will have a lower weight and may be less likely to be selected.
The input data for feature selection are typically in the form of a data table. In order to
assign weights to each feature, the data need to be analyzed. The first step is to check each
column of the table for empty values in every field. Then, each column is checked to see
if it contains empty values in some fields. Finally, columns are checked to determine if
they have the same value in every field. These checks help to identify features that can be
excluded and assign appropriate weights to the remaining features.
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Figure 3 shows the result of such checks in the output log.
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Features that have identical or blank values in all fields are assigned a weight of zero
as they have no impact on the final outcome. The weights of other features are determined
based on the number of distinct values in each column. The results of these computations
are depicted in Figure 4.
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Figure 4. The result of removing extra columns from the input dataset.

The utilized classifier is the Naive Bayes classifier. The Naive Bayes classifier is a type
of probabilistic classifier that is commonly used in machine learning for classification tasks.
It is based on Bayes’ theorem and the assumption of independence between the features.
The Naive Bayes classifier calculates the probability of each class given the input features
and selects the class with the highest probability as the predicted class for the input. It is
called “naive” because it assumes that all the features are independent of each other, which
is not necessarily true in practice. Despite this limitation, Naive Bayes classifiers are known
for their simplicity, efficiency, and effectiveness, especially in text classification tasks.
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The results of the data classification without feature selection are shown in Figure 5.
The number displayed in the textbox is significantly larger than the actual number of
features, indicating that all features were selected. The prediction error is about 3.5%.
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3. Results

The findings of the research suggest that utilizing a swarm algorithm for feature
selection (FS) significantly enhances the outcomes of sample classification. The research
encompassed not only datasets relating to banking transactions but also those for iris, Mall
Customers, and wine quality.

Classification results comparing the prediction error values of feature selection and
those obtained when using the full feature set are shown in Table 2.
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Table 2. Comparison of classification results.

Dataset Selected
Feature

Classification
Error

Prediction Error
without FS

Prediction Error
with FS

Classification
Error with FS

Transactions Category 2.54 3.44 1.96 1.97
Iris Variety 0 6 0 6

Wine Alcohol 1.36 0 0 1.36
Mall Customers Genre 36.5 36.5 35.4 35.4

Table 2 shows that, in certain instances, the implementation of the suggested feature
selection method resulted in a noteworthy enhancement of the classification outcomes, or
the outcome was unchanged and remained equivalent to utilizing all features. Therefore, it
can be concluded that the feature selection method has potential benefits.

The results are presented in the form of a graph in Figure 7.
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4. Discussion

The proposed method implements a modification where feature weight is employed
to determine the likelihood of choosing a specific feature, in contrast to the use of a heuristic
parameter η, referred to as path visibility. The weight of each feature is computed based on
the number of unique values found in the respective column of the input dataset. While this
adjustment represents a promising direction in feature selection, it is important to note that
our method is not entirely automated, as manual settings are introduced to complement
the feature weight calculation process.

In considering the real-world implications of our method, it is essential to highlight
the potential benefits it could bring to the field of AML. By enhancing the feature selection
process, our approach has the capacity to significantly improve the accuracy and efficiency
of classification within AML systems. However, we must also acknowledge the limitations
of our method. While it shows promise in various scenarios, there may be specific cases
or datasets where its performance could be less optimal. It is crucial to recognize these
boundaries to inform practical applications.

To improve the results, other, more accurate methods can be used to calculate feature
weights, for example, calculating the level of feature correlation with the target. Moreover,
it is important to consider that parameters α and β may also impact the classification results,
and further research could also aim to optimize their choice. Future studies should compare
the proposed method with existing feature selection methods to evaluate its effectiveness
and competitiveness. In future works, it is planned to enhance the algorithm by optimizing
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the calculation of feature weights in the input data set and expanding its applicability
beyond the current classification task to cover other types of classification.

5. Conclusions

The article describes a method for choosing relevant features, which involves the use of
the ant colony optimization algorithm to solve the problem of categorizing transactions into
either legal or suspicious, which is necessary for post-transaction monitoring. The modified
feature selection method can be applied to a variety of datasets containing many features.
The selection of features that have the greatest impact on the result will significantly
speed up the work of classification algorithms and improve the quality of the results. In
the course of the study, it was found that the selection of features performed using the
proposed method, in some cases, leads to better results than using the full set of data.
Experiments were carried out on four different data sets.

This study may be useful for specialists involved in swarm intelligence and machine
learning, since the feature selection method can be adapted to other swarm algorithms.
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