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Abstract: Neonatal jaundice is a prevalent condition among newborns, with potentially severe com-
plications that can result in permanent brain damage if left untreated during its early stages. The
existing approaches for jaundice detection involve invasive procedures such as blood sample collec-
tion, which can inflict pain and distress on the patient, and may give rise to additional complications.
Alternatively, a non-invasive method using image-processing techniques and implementing kNN,
Random Forest, and XGBoost machine learning algorithms as a classifier can be employed to diagnose
jaundice, necessitating a comprehensive database of infant images to achieve a diagnosis with high
accuracy. This data article presents the NJN collection, a repository of newborn images encompassing
diverse birthweights and skin tones, spanning an age range of 2 to 8 days. The dataset is accompanied
by an Excel sheet file in CSV format containing the RGB and YCrCb channel values, as well as the
status of each sample. The dataset and associated resources are openly accessible at Zenodo website.
Moreover, the Python code for data testing utilizing various Al techniques is provided. Consequently,
this article offers an unparalleled resource for Al researchers, enabling them to train their Al systems
and develop algorithms that can assist neonatal intensive care unit (NICU) healthcare specialists in
monitoring neonates while facilitating the fast, real-time, non-invasive, and accurate diagnosis of
jaundice.
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1. Introduction

Neonatal jaundice manifests through evident symptoms such as yellow discoloration
of the sclera and body skin [1]. This condition arises from elevated levels of bilirubin in the
bloodstream, a consequence of premature liver function known as hyperbilirubinemia [2].
The significance of hyperbilirubinemia’s severity establishes it as a leading factor con-
tributing to neonatal mortality and enduring impairments in newborns [3]. Disturbingly,
a decade ago, hyperbilirubinemia was responsible for 114,000 deaths and 75,000 cases of
newborn brain dysfunction [3]. The diagnosis of hyperbilirubinemia necessitates invasive
procedures involving blood sample collection, specifically through Total Serum Bilirubin
(TSB) tests [4]. However, this method is distressing and uncomfortable for patients. Con-
sequently, non-invasive alternatives are preferred. One such technique is Transcutaneous
Bilirubin (TcB), which allows for bilirubin calculation without invasive measures [5]. Unfor-
tunately, the availability of this method remains limited within healthcare institutions [6,7].

The utilization of image-processing techniques in jaundice diagnosis dates back over
two decades. Leartveravat (2009) conducted a study involving 61 neonates with jaundice,
aiming to non-invasively calculate bilirubin levels through image analysis using the CMYK
calculation method [8]. The researcher manually determined the CMYK components using
Photoshop and estimated bilirubin levels by subtracting the values of the M component
from the Y component. Pearson’s product-moment and linear regression analyses were
implemented, revealing a significant correlation between bilirubin levels measured by TSB
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and the Y-M value. Although this method was an approximation lacking precision, it
marked the beginning of various attempts to diagnose jaundice non-invasively. Another
effort to diagnose hyperbilirubinemia and jaundice through color detection was performed
by Mansour et al. (2012), utilizing images from a random infant monitoring database
obtained from the Google website [9]. They selected pictures of normal and jaundiced
infants captured under different lighting conditions and angles using the image acquisition
toolbox in Matlab. The YCrCb color space method was employed, excluding the luminance
(Y) and chrominance (CrCb) components stored in separate channels. Subsequently, stan-
dard deviation, mean, and kurtosis methods were utilized to compare the skin colors of
normal and jaundiced infants. In 2015, a proposed study by Leung et al. [10] suggested
an approach for screening neonatal jaundice using scleral images. By analyzing the hue
of the sclera, the technique aimed to estimate the bilirubin level. Experimental evaluation
was performed on 110 newborns, demonstrating that the proposed method exhibited
promise as a screening tool for jaundice detection. Munkholm et al. (2018) proposed TcB
(Transcutaneous Bilirubin) measurement based on images captured using a dermatoscope
attached to an iPhone 6 camera, with a Wratten No. 11 filter inserted [11]. Pearson’s
correlation coefficient was employed to assess the relationship between intensity and TSB
levels. However, the researchers only obtained a total of 64 infant images. Another study by
Endang et al. (2019) presented a system for estimating the risk zone of jaundiced neonates
through skin color analysis, utilizing a digital camera for capturing newborn images [12].
The researchers collected only 120 images and employed various techniques to obtain
values of RGB, HSV, and YCbCr color spaces, which served as input parameters for linear
regression modeling and validation. The achieved accuracy was 67%. In a different ap-
proach, Padidar et al. (2019) proposed a mobile application for Android aimed at jaundice
detection, although their image collection was limited to only 113 infant images [13]. Ayden
et al. (2016) employed Al techniques as a classifier, utilizing 80 images of infants (half
normal and half jaundiced) captured with a smartphone camera [14]. They implemented
an image segmentation technique to achieve color balance, employing an eight-colored
card to calibrate a specific area of the baby’s skin. Color map transformation and feature
extraction were applied to the baby’s skin color and the calibration card in RGB, YCrCb,
and LAB color spaces. Subsequently, KNN (k-Nearest Neighbor) and SVR (Support Vector
Regression) algorithms were employed to estimate bilirubin levels. These Al techniques
demonstrated improved results with reduced processing time. In a study conducted by
Warkaa et al. (2021), the authors presented a research investigation focused on diagnosing
neonatal jaundice using a graphical user interface. The study utilized color models such as
RGB (Red, Green, and Blue), HSV (Hue, Saturation, and Value), and YCbCr (Luminance,
Chrominance) for their analysis. Although the results were encouraging, it is essential
to note that the study had a limited sample size, consisting of only ten images of normal
and jaundiced infants [15]. Recently, Hashim et al. attempted to employ image-processing
methods for jaundice diagnosis, but due to the limited availability of neonate images, they
could only use two manikins and 20 infant images [16].

All the previously mentioned studies faced limitations regarding the available number
of infant images, with sample sizes not exceeding 120. Acquiring a substantial number of
neonate images has been challenging, leading to a scarcity of research data. However, this
data article represents a noteworthy contribution by providing 760 neonate images. This
extensive dataset serves as a valuable resource for future investigations in jaundice detection
and the development of Al techniques. The availability of such a comprehensive dataset
enables medical professionals in the Neonatal Intensive Care Unit (NICU) to accurately
and rapidly diagnose jaundice using non-invasive methods.

The remainder of this paper is structured as follows: Section 2 presents the methods
and materials used in this study. Section 3 discusses the results and provides a compre-
hensive discussion of the findings. Section 4 offers user notes, which provide additional
information or instructions for users of the dataset or related materials. Finally, Section 5
presents the conclusion, summarizing the essential findings and implications of the study.
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2. Methods and Materials
2.1. Ethics Considerations

The data were collected from about 600 newborns aged between 2 to 8 days with
different skin tones and weights. All infant image data were collected from Al-Elwiya
Maternity Teaching Hospital in Al Rusafa, Baghdad, Iraq, all according to the Declaration of
Helsinki guidelines (Finland 1964) with ethical clearance granted by the research committee
at the Al Rusafa Directorate of Health, Iraqi Ministry of Health and Environment, Baghdad,
Iraq (Protocol number: 2022019) and written approval of the legal guardian for each infant.

2.2. Data Description

This dataset article provides images of newborns taken in the NICU at Al-Elwiya
Maternity Teaching Hospital in Al Rusafa, Baghdad, Iraq. It is a hospital specializing in
obstetrics and gynecology; therefore, all infants are considered aseptic. These data comprise
normal and jaundiced infant images from different angles and lighting environments. Thus,
collecting as many images as possible helps increase the accuracy. The collected data
include 760 infant images (560 normal and 200 jaundiced) with 1000 x 1000 resolution,
all in jpg format. The images were taken by an iPhone 11 pro max 12 MP camera. The
dataset is composed of three folders: normal neonate images, jaundiced neonate images,
and an Excel sheet file in CSV (Comma delimited) format that contains the RGB and YCrCb
channel values, in addition to the status of each row of values, either “1” for normal or “2”
for jaundiced. The classification of NJN data and a specification table are shown in Figure 1
and Table 1, respectively.

Label

Figure 1. The classification of NJN data where “1” is normal or “2” is jaundiced newborns.

Table 1. Specification table.

Task

Description

Beneficiaries
Specific subject area

Type of data

How data were acquired
Data format

Parameters for data collection
Description of data collection
Data source location

Data accessibility

Biomedical Engineers and Computer Science researchers.

Al for neonatal jaundice and skin diseases.

Images and Excel sheet in CSV format for RGB and YCrCb channel values and the status of
each row.

Images were taken with an iPhone 11 pro max camera.

Jpg format.

Images were taken from different angles and lighting conditions.

Images were collected from the NICU for 600 aseptic normal and jaundiced neonates.
NICU ward in Al-Elwiya Maternity Teaching Hospital in Al Rusafa, Baghdad, Iraq.

The dataset is freely accessible at (https://zenodo.org/record/7825810#.ZDgONrpBy3A
(1 June 2023).



https://zenodo.org/record/7825810#.ZDgONrpBy3A

BioMedInformatics 2023, 3

546

2.3. Artificial Intelligence Techniques

This study applied three classification techniques, namely, k-Nearest Neighbors (kNN),
Random Forest (RF), and XGBoost, as artificial intelligence methods on the dataset. Each of
these techniques will be individually discussed in the subsequent subsections.

2.3.1. k-Nearest Neighbor

The kNN (k-Nearest Neighbor) technique is a simple yet effective classification method
widely used in various domains. As a non-parametric approach, it identifies the k closest
neighbors of a given data record t, forming a local neighborhood around t. However, the
success of the kNN method relies on selecting an appropriate value for k, which acts as
a bias parameter. The algorithm is iteratively executed multiple times to determine the
optimal value of k, and the performance is evaluated. The k value that yields the best
classification performance is then selected as the optimal choice [17]. Figure 2 clarifies the
selection operation of the k value, represented by the green triangle.
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Figure 2. Two-dimensional kNN algorithm illustration [18].

The primary limitation of the kNN algorithm is its categorization as a lazy learning
technique, as it solely relies on the weights assigned to neighboring data points without
actively learning from the entire training set [19].

2.3.2. Random Forest

Random Forest is an ensemble learning algorithm that combines multiple decision
trees to improve prediction accuracy and generalization. It has gained popularity due to its
effectiveness in various domains [20]. The advantages of Random Forest include its ability
to handle high-dimensional data, manage missing values, and mitigate overfitting. It can
handle datasets with many features without requiring feature selection or dimensionality
reduction techniques as shown in Figure 3. Additionally, Random Forest is robust to
noisy data and outliers, as the aggregation of predictions from multiple trees helps to
improve overall accuracy [21]. However, Random Forest has limitations, such as reduced
interpretability compared to simpler models such as decision trees. The ensemble nature of
Random Forest makes it more challenging to interpret feature relationships. It may also
struggle with imbalanced datasets, where the majority class dominates the learning process.
Techniques such as class weighting or resampling can address this issue [21]. Despite
these limitations, Random Forest has demonstrated strong performance abilities in various
applications, making it a widely used algorithm [22].
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Figure 3. Illustration of random forest algorithm [7].

2.3.3. XGBoost

XGBoost, an enhanced algorithm of gradient boosting, is founded on the principles of
a decision tree ensemble machine learning algorithm, specifically utilizing weak learners
or stumps. While decision trees, in their generic form, are generally comprehensible
and easy to conceptualize, acquiring an intuitive understanding of the next generation
of tree-based algorithms can present challenges [23]. The core functionality of XGBoost
revolves around optimizing the objective function’s value, enabling it to provide efficient
solutions to various data-centric scientific problems with heightened accuracy and reduced
computational time [19]. Diverging from the traditional gradient boost algorithm, XGBoost
introduces a non-sequential approach to incorporating weak learners [23]. Furthermore,
the XGBoost algorithm implements multiple strategies to effectively leverage the CPU’s
resources, enhancing speed and performance [24]. Figure 4 illustrates the processing of
XGBoost for a given dataset.
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Figure 4. Illustration of the XGBoost classifier with gradient tree [25].
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2.4. Evaluation Metrics

Evaluation metrics are crucial for assessing the performance and effectiveness of
various machine learning models and algorithms. These metrics provide quantitative
measures to evaluate the predictive power and quality of the models by comparing their
predictions with the actual values. This section will discuss four commonly used evaluation
metrics: accuracy, precision, recall, and F1-score. Each metric provides unique insights into
the model’s performance and helps in different aspects of evaluation.

Accuracy is a widely used evaluation metric that measures the overall correctness of
the model’s predictions. It is defined as the ratio of the correctly predicted samples to the
total number of samples in the dataset, as follows:

Accuracy = (TP + TN)/(TP + TN + FP + FN) D)

where TP (True Positive) represents the number of correctly predicted positive samples. TN
(True Negative) represents the number of correctly predicted negative samples. FP (False
Positive) represents the number of incorrectly predicted positive samples, and FN (False
Negative) represents the number of incorrectly predicted negative samples.

Precision is a metric that focuses on the accuracy of the positive predictions made by
the model. It measures the proportion of correctly predicted positive samples out of the
total positive predictions, as follows:

Precision = TP/(TP + FP) 2)

Recall, also known as sensitivity or true positive rate, measures the model’s ability
to identify positive samples correctly. It is the proportion of correctly predicted positive
samples out of the total actual positive samples, as follows:

Recall = TP /(TP + FN) 3)

The F1 score is a balanced metric combining precision and recall into a single value. It
provides a harmonic mean of precision and recall and is particularly useful when dealing
with imbalanced datasets, as follows:

Fl-score =2 x (Precision x Recall)/(Precision + Recall) 4)

The F1-score ranges between 0 and 1, where a value of 1 indicates a perfect balance
between precision and recall, while a value of 0 indicates poor performance.

These evaluation metrics provide a comprehensive view of a model’s performance
in classification tasks. By considering accuracy, precision, recall, and F1-score, researchers
and practitioners can make informed decisions about the effectiveness and reliability of
machine learning models.

3. Results and Discussion

The experimental assessment was carried out using the Python program (version
3.9) in the Spyder integrated development environment (IDE) (version 5.2.2) from the
Anaconda3-Navigator. To evaluate the collected data, the color intensity values of RGB
and YCbCr obtained from the selected ROI from each infant have been collected and
placed on an Excel file (train.csv). The evaluation metrics, including accuracy, precision,
recall, F1-score, and confusion matrix, were used for evaluating the data based on three
Al techniques, including k-Nearest Neighbors (kNN) [26], Random Forest (RF) [27] and
Extreme Gradient Boosting (XGboost) [28]. All these techniques used 80% of the data for
training and 20% for testing, and provided the weighted average of the above metrics, as
shown in Table 2.
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Table 2. Data evaluation based on different Al techniques.

Technique Accuracy Precision Recall F1-Score
KNN 95.4% 96% 95% 96%
RF 97.3% 97% 97% 97%
XGboot 98.6% 99% 99% 99%

Table 2 summarizes the performance evaluation results of three different classification
techniques: kNN (k-Nearest Neighbors), RF (Random Forest), and XGboost (Extreme
Gradient Boosting). The evaluation metrics used to assess these techniques include accuracy,
precision, recall, and Fl-score. Let us discuss the findings for each method.

The kNN technique achieved an accuracy of 95.4%, indicating that it correctly classified
95.4% of the samples. The precision score of 96% implies that 96% of the positive predictions
made by the KNN model were accurate. The recall score of 95% suggests that the kNN
technique successfully identified 95% of the actual positive samples. The F1-score of 96%
demonstrates a balanced performance between precision and recall for the kNN technique.

The RF technique exhibited a higher accuracy of 97.3% compared to kNN. This sug-
gests that the RF model correctly classified 97.3% of the samples, showing a better overall
performance. The precision score of 97% indicates that 97% of the positive predictions
made by the RF model were correct. The recall score of 97% suggests that the RF technique
accurately identified 97% of the positive samples. The F1-score of 97% demonstrates a good
balance between precision and recall for the RF technique.

The XGboost technique achieved the highest accuracy among the three methods,
with a score of 98.6%. This indicates that the XGboost model correctly classified 98.6% of
the samples, demonstrating the highest overall performance. The precision score of 99%
implies that 99% of the positive predictions made by the XGboost model were accurate. The
recall score of 99% indicates that the XGboost technique successfully identified 99% of the
actual positive samples. The Fl-score of 99% demonstrates an excellent balance between
precision and recall for the XGboost technique.

The evaluation results highlight that the XGboost technique outperformed kNN and
RF in terms of accuracy, precision, recall, and Fl-score. It achieved the highest scores
across all metrics, indicating its superiority in correctly classifying samples and accurately
predicting positive instances. These findings suggest that the XGboost technique may be
the most suitable choice for the given classification task. However, it is essential to consider
the specific characteristics of the dataset and the problem at hand when selecting the most
appropriate technique.

From Table 2, it has been observed that XGBoost was found to have the highest
accuracy among all the techniques used in this work, with an accuracy of 98.6%, while
KNN was found to have the lowest accuracy of 95.4%.

The visualization of the confusion matrix from three Al techniques is shown in Figure 5,
including the numbers of instances of True Positive (TP), True Negative (IN), False Positive
(FP), and False Negative (FN).

This study encountered limitations in obtaining accurate and dependable images of
neonates in the NICU due to various factors. Inconsistent lighting conditions, discrepancies
in camera settings, and difficulty capturing images of restless or uncooperative infants
contribute to the variability in image quality. Consequently, the suboptimal quality of the
images can negatively impact the performance of classification techniques, resulting in
imprecise or untrustworthy outcomes.
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Figure 5. The confusion matrix using (a) kNN, (b) RF, and (c) XGBoost technique.

4. User Notes

Images of normal and jaundiced neonates are scarce online and not easily accessible;
Professional healthcare developers working in the Al field can benefit from these data;
Other researchers in biomedical engineering and computer science can also use the
provided images in skin color analysis for neonates to diagnose jaundice or other skin
conditions;

The provided images comprise 560 normal and 200 jaundiced infants;

The images are in jpg format with 1000 x 1000 resolution;

An Excel sheet in CSV (comma delimited) format is given that contains RGB and
YCbCr channel values for all the provided images.

5. Conclusions

In conclusion, this paper presented the NJN dataset, a valuable resource for diag-
nosing neonatal jaundice in normal and jaundiced newborns. The evaluation of three
artificial intelligence techniques, kNN, Random Forest, and XGBoost, demonstrated their
effectiveness in accurately identifying neonates with high accuracy, precision, recall, and
F1 scores. Remarkably, XGBoost exhibited superior performance across all metrics. The
NJN dataset, encompassing diverse birthweights and skin tones, provides researchers and
healthcare specialists in the neonatal intensive care unit (NICU) with a unique resource to
train Al systems and develop algorithms for the real-time and non-invasive monitoring
of neonates, enabling the fast and accurate diagnosis of jaundice. Further research can
focus on expanding the dataset, incorporating additional clinical parameters, and exploring
other advanced Al techniques to enhance neonatal jaundice diagnosis and management
in clinical settings. Overall, this study contributes to improving the quality of care for
newborns affected by jaundice and advancing the field of neonatal healthcare.
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