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Abstract: Battery health assessments are essential for roadside energy storage systems that facilitate
electric transportation. This paper uses the samples from the charging and discharging data of the
base station and the power station under different working conditions at different working hours
and at different temperatures to demonstrate the decay of the battery health of a roadside energy
storage system under different cycles. In this paper, for the first time, the predicted state-of-health
values are obtained by extracting the characteristic quantities affecting the battery health based on
three indicators: the internal resistance, the rate of change of voltage, and the change of temperature.
Data on state of health are clustered by K-Means, GMM, K-Means++ and divided into high, medium,
and low levels. Using a comparison of the three methods, GMM clustering appears to be the best at
reflecting the charging and discharging capacity of the battery.

Keywords: battery; electric vehicles; electric transportation; state of health; roadside energy
storage system

1. Introduction

Unlike gasoline-powered vehicles, electric vehicles (EVs) significantly reduce green-
house gas emissions and the energy costs of driving [1]. With the advantages in energy
and environmental sustainability, EVs have kept strong growth and are shaping the future
of transportation towards electric transportation. However, further growth in the field
of electric vehicles also faces many technical and market challenges. One of the biggest
challenges is that EVs have a much shorter driving range than traditional fuel vehicles due
to the limited capacity of the on-board batteries. Furthermore, in the current cities and
the network of inter-city transportation, the number of charging infrastructures is much
smaller than the fuel stations of traditional vehicles. Both contribute to the range anxiety
that EV drivers are suffering from [2]. Range anxiety forces EV drivers to consider the
impact of the maximum distance allowed by EVs on travel space when making travel plans.
This has changed the individual travel choice behavior of EV drivers to a certain extent. To
relieve the driving range anxiety in electric transportation, roadside energy storage systems
have emerged as a potential solution [3].

An assembly of roadside energy storage systems brings the benefits of saving the
energy generated from wind and solar sources, alleviating range anxiety caused by in-
sufficient power, facilitating charging at any time by placing energy storage facilities on
the roadside, and reducing the pressure of electricity consumption in service areas [4].
Because solar and wind energy are sustainable and renewable and do not cause pollution
to the environment, smart power stations integrated with wind and luminous energy to
solve the problem of electricity consumption were advocated [5]. The establishment of
smart power stations integrated with wind and luminous energy can significantly reduce
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the emissions of carbon dioxide and other greenhouse gases. By taking advantage of the
complementary characteristics of wind and solar energy, a relatively stable total output can
be achieved. The system has high power supply stability and reliability. It can also reduce
the capacity demand for energy storage batteries and obtain better economic benefits while
ensuring the same power supply [6]. The utilization of renewable energy has been growing
worldwide in recent decades. It was shown that wind energy is less stable than solar
energy and wind energy mainly takes the form of grid-connected large-scale wind power
stations. To solve the power supply problem of residential areas, an alternative scheme of
wind/diesel power stations is generally adopted. The Dutch controllers for photovoltaic
power plants have reached a specialized level of production and the technical performance
has greatly improved. The charging efficiency can be increased by 30% compared to the
normal controller when the battery loses power and the light intensity is weak [7]. As part
of the cooperation between China and Japan in the development and utilization of new
energy, NEDO has installed 14 sets of independently operated photovoltaic centralized
power stations [8]. In these projects, an energy storage system (ESS) on the roadside that
consists of a multi-cell battery system helps to store renewable energies, and an accurate
battery performance evaluation is essential for energy storage management and control [9].

Figure 1 shows the components of an energy storage power station. It can be seen from
the figure that the solar photovoltaic panel and the high-voltage power grid transmit the
collected electric energy to the power conversion system (PCS) in the form of alternating
current and direct current. Through the rectifier inside the energy storage converter,
the alternating current is transmitted to the user’s household load, the direct current is
transmitted to the energy storage system and the battery cluster (rack), and the current
change data in the energy storage converter is transmitted to the control platform. Then,
the control platform controls the converter based on the received data, and the energy
storage system meets its charging requirements according to the battery status of the
electric vehicle.
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In roadside ESSs, the thermal and electric behavior of the batteries is key to ensuring
safety. The battery state of charging (SOC) and state of health (SOH) are important parame-
ters in order to measure the performance of the battery. Accurate SOC and SOH estimation
improves the efficiency of the control and maintenance actions. The SOC and SOH describe
battery health from the micro to the macro level [10].

The SOH of a battery refers to its overall health condition, including the extent of
capacity degradation and performance deterioration during its usage. Research on battery
SOH aims to better assess battery life and performance, providing accurate information for
battery management systems. Currently, research on battery SOH mainly focuses on the
following aspects: capacity degradation models, health assessment algorithms, diagnosis
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and monitoring systems, and battery management system (BMS) optimization. This paper
mainly focuses on health assessment algorithms.

The SOH assessment algorithms can be categorized into model-fitting- and data-
driven-based methods. The model-fitting-based methods include internal resistance and
open-circuit voltage analysis as well as electrochemical impedance spectroscopy [11], re-
flected in a set of complex nonlinear equations based on empirical knowledge. The Gaussian
process regression models can be used for SOH evaluation. The semi-empirical method
integrated the degrading of these parameters. Wei et al. presented an estimation method
that combined Dempster–Shafer’s theory and the Bayesian Monte Carlo method [12].
Differential voltage analysis (DVA) was used to derive time-related aging behavior in a
quantitative manner. The Kalman filter and Bayesian filtering methods are used to update
parameters for each cycle [13]. Due to the complex nature of the aging mechanisms, a single
model may not be enough to capture the complex degradation process. Furthermore, in
real applications, it is difficult to measure the battery capacity because of the incomplete
discharge and charging process. Moreover, the pre-knowledge of battery chemistry or
dynamics is difficult to obtain.

Using deep learning or machine learning techniques, data-driven methods do not
need explicit mathematical models to obtain information about battery voltage, current,
and charge capacity during a partial charge cycle, which appears to be a promising solution
to the complex nonlinear problem of battery assessment. The least square-support vector
machine (LS-SVM) algorithm was used to estimate SOC and SOH with degrading data [14].
The artificial neural networks (ANNs) can be trained to describe the relationships between
charging/discharging power and battery SOC without solving nonlinear equations.

To date, the online real-time evaluation of battery health for roadside energy storage
systems still poses substantial challenges due to the difficulty in directly observing internal
chemical and physical changes; therefore, indirect measurement techniques, involving the
use of sensors and monitoring devices, are desirable. In addition, selecting appropriate
sensors and devising efficient data acquisition and processing methods remain ongoing
challenges, particularly in environments characterized by high temperatures, pressures,
and currents.

This paper aims to address the challenges of online SOH evaluation in two areas.
First, characteristic quantities are extracted from charging and discharging data of the
base station and power station based on three indicators: the internal resistance, the rate
of change of voltage, and the change of temperature SOH values, which are predicted
by long short-time memory networks. Second, based on the preliminary SOH values,
three clustering methods, namely K-Means, the Gaussian Mixture Model (GMM), and
K-Means++, are employed to classify the general battery health status in terms of high,
medium and low.

The rest of the paper is organized as follows: Section 2 introduces the framework
for online SOH evaluation using health indicator extraction as well as the basics of a
real-world case study. Section 3 demonstrates the experimental results of the case study.
Sections 4 and 5 are the discussion and conclusion.

2. Case Study of a Roadside Energy Storage System
2.1. Data Collection

This case study is based on the data of a roadside energy storage system developed
and completed in 2018 that was intended to reduce the energy consumption of 5G mobile
nodes. The energy storage system is charged at night and discharged at peak hours during
the day. The energy storage system is composed of lead–acid battery packs, each containing
four battery packs. The current standard discharge rate is 120 A. The operation data from
the energy storage system are collected from January 2021 to December 2021. Real-time
data were collected every 30 s. Collected data sets include group voltage, battery voltage,
ambient and on-board temperature, module static voltage and total current. The discharge
rate of each cycle is constant. The accuracy is 0.1 V. From this, the change in discharge
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capacity and battery health status in the first 1500 cycles of the battery were obtained, as
shown in Figure 2.
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Figure 2. The change in discharge capacity and battery health status.

The roadside energy storage power station was put into operation on 1 January 2021,
and the ambient temperature was set at 25 ◦C. Because the specific charging and discharging
behavior is determined according to the user’s demand, this paper takes one month’s data
as a cycle to study. However, due to the huge amount of data, the typical three days are
selected as the representative data, i.e., the data of the battery on 1 February, 11 February,
and 27 February, as shown in Figure 3.
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Figure 3. The change in voltage and current over 3 days working condition.

It can be seen that the change in current and voltage in three days is basically consistent
with time, which means that the energy storage power station is charged and discharged at
a fixed time in three days, and there is no sign of current and voltage decay, indicating the
good battery consistency of the energy storage power station.

2.2. Data Screening

Outliers in the charging and discharging data of the energy storage station tend to
reduce the accuracy of the model. To improve the reliability of the results, 800 mA discharge
data and voltage data other than 11–14.5 cell are removed. Not only can this improve
the quality of data in the original database, but it can also avoid repeated cleaning work
when extracting data again. The cleaned data are then used to obtain the voltage changes
of the four batteries in the series, as shown in Figure 4. The statistical results of voltage,
current, and temperature data of the energy storage power station under working state are
shown in Table 1. The table gives the total operating voltage, single cell voltage, single-row
battery pack voltage, and total voltage, as well as the ambient temperature and operating
temperature of the energy storage system in detail, and contains the maximum, minimum,
average, and standard deviation of the current under the main battery operating conditions.
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Table 1. Summary statistics of the charging data.

Label Maximum Minimum Mean Std

Total operating voltage (V) 57,268 0 52,321.73 2921.62
Single cell voltage (V) 15.3 0 5.2 1.35

Single row battery pack voltage (V) 81.29 0 25.15 28.10
Total voltage (V) 57,653 0 32,486.98 25,496.05

Mainboard temperature (◦C) 65 0 43.25 5.92
Environment temperature (◦C) 41 0 31.70 4.63
Main battery electricity (mA) 316 0 90.44 89.73

2.3. Data Processing

The goal of feature extraction in the battery health assessment is to extract relevant
features from the battery performance data that are indicative of the health condition. In
this study, the focus was on extracting features that have a significant influence on battery
lifespan. The analysis considered four key aspects: battery pack consistency, internal
resistance balance, temperature balance, and battery-cell balance. These factors were
carefully considered to identify and quantify the critical factors that affect the longevity of
the batteries under investigation.

2.3.1. Battery-Pack Consistency Assessment

In this study, the battery-cell characteristics combined with battery pack consistency
are considered, including the following indicators.

It is assumed that the number of battery cells is N. The ith battery voltage is Ui and
the rest voltage in the group is Uj( j ≤ N, j 6= i). The average voltage of the rest battery cell
in the battery pack is uav, which is defined as Equation (1):

uav =
1

N − 1

N

∑
j=1,j 6=i

Uj (1)

Then, comparing the cell battery Ui and the rest battery cell in the battery pack, the
voltage is uav in the group. If the difference is larger than the thresholds, the battery pack
voltage is considered abnormal.

This involves measuring the voltage and capacity of each battery cell in the pack to
ensure that they are all functioning similarly. A deviation in voltage or capacity could
indicate a faulty or degraded cell.
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2.3.2. Internal Resistance Balance

The internal resistance within the batteries group is shown in Equation (2):

Rav =
1

N − 1

N

∑
j=1,j 6=i

Rj (2)

where Rav is the average internal resistance of the other batteries. Comparing the inter-
nal Ri and Rav, if the difference is larger than the thresholds, the internal resistance is
considered abnormal.

Measuring the internal resistance of each battery cell can help to identify cells with
higher-than-normal resistance, which can lead to reduced overall capacity and
decreased efficiency.

2.3.3. The Temperature Balance

In the online battery management system, the data on real-time voltage, current, and
temperature are collected. The temperature of the battery is used to judge the abnormal
states, as shown in Equations (3) and (4):

∆Ti = Ti − Ten (3)

∆Tav =
1

N − 1

N

∑
i=1,j 6=i

∆Tj (4)

where Ten is the environment temperature; ∆Ti is the temperature increment in of the ith
temperature; and ∆Tav is the avenge temperature increment in the group. If the temperature
positive deviation is larger than thresholds, the internal resistance is considered abnormal.

Monitoring the temperature of each battery cell in the pack can help to identify
any cells that are overheating or experiencing temperature fluctuations, which can cause
degradation over time.

2.3.4. The Battery-Cell Balance

The maximum voltage of the battery cell is Vmax and the minimum voltage is
Vmin. A proper voltage analysis interval is chosen to obtain the voltage interval points:
[Vmax, Vmax-1 × Vinterval, Vmax-2 × Vinterval, Vmax-3 × Vinterval, . . ., Vmax-(k-1) × Vinterval].
Then, the data between each interval were checked by comparing the difference be-
tween the maximum and minimum current, Id. An Id that is greater than the thresh-
old was deleted from the data sets. The average current I of the segment was calcu-
lated. Therefore, the segments in the Cth

1 cycle and in the Cth
2 cycle are described as[(

V1
c2, I1

c2
)
,
(
V2

c2, I2
c2
)
, . . . ,

(
VN

c2 , IN
c2
)]

, and N is the number of collected segments. The amp-
hour integrator method was used to calculate the electric capacity Qd. The Q series changes
in each segment and the Q-series are provided in Equations (5)–(7):

Qd,c1 =
(

Q1
d,c1

, Q2
d,c1

, . . . QN
d,c1

)
(5)

Qd,c2 =
(

Q1
d,c2

, Q2
d,c2

, . . . QN
d,c2

)
(6)

∆Qd = Qd,c2 −Qd,c1 =
(

∆Q1
d, ∆Q2

d, . . . ∆QN
d

)
(7)

where the ∆Qd is electricity capacity deviation during the C1 and C2 cycle and Var′c1,c2
represents the deviation of the electricity quantity between C1 and C2.

Balancing the charge and discharge of each battery cell in the pack can help to ensure
that they are all being used evenly, which can prolong the overall life of the battery pack.
The battery pack is composed of four battery cells. Battery pack features can be used to
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describe the battery operation. The data of current, voltage, and temperature are extracted
in C1 and C2 under the charging and discharging conditions. The feature series are shown
in Equations (8) and (9):

Tdi f f
c1 =

(
T1

c1,di f f , T2
c1,di f f , . . . Tp

c1,di f f

)
(8)

Vdi f f
c1 =

(
V1

c1,di f f , V2
c1,di f f , . . . Vp

c1,di f f

)
(9)

where Tdi f f
c1 is the temperature gaps in the Cth

1 cycle and Vdi f f
c1 is the voltage gaps in the

Cth
1 cycle.

The sample entropy (SampEn) indicates the randomness of a series of data without
any previous knowledge. The following equation is used to measure the sample entropy
information:

H = nlogVp
c (10)

The sample entropy for temperature and voltage are as follows:

TEnc1 =
(

TEn1
c1, TEn2

c1, . . . TEnp
c1

)
VEnc1 =

(
VEn1

c1, VEn2
c1, . . . VEnp

c1

) (11)

where TEnp
c1 is the temperature at the pth point and VEnp

c1 is the sample entropy of
the voltage.

The sample entropies for temperature and voltage here are used as health indicators
for the batteries in the energy storage system.

2.4. SOH Calculation

Analyzing the data collected through these assessments can evaluate the overall health
and capacity of the battery pack and can help determine whether it needs to be replaced
or serviced.

The imbalance of SOH within battery cells and high temperatures can cause problems
such as thermal runway or a shorter lifespan. In order to identify factors that influence the
SOH, in this study, the combination of features of the battery cell and pack are extracted
to evaluate the health of the battery. Based on the analyses of the data sets, the following
features are chosen to be analyzed, as shown in Table 2.

Table 2. Selected features for battery health evaluation.

Legend Parameter Interpretation

Temperature

Max TEnc The maximum of temperature entropy in the Cth iteration
Avg TEnc The average value of temperature entropy
Var TEnc The variance of temperature entropy
Avg Tc The average value of the Cth iteration

Avg Tmax
c The minimum temperature at Cth iteration

Voltage

Max VEnc1 The maximum value of the voltage entropy
Avg VEnc1 The average value of the voltage entropy
Var VEnc1 The variance of the voltage entropy
Max Vdi f f

c1
The maximum value of the voltage difference of the four cells

Avg Vdi f f
c1

The average value of the voltage difference of the four cells
Avg Vmax

c1 The maximum value of the voltage of the four cells
Capacity Varc1,c2 Variance: Varc1,c2 = Min(Qc2 − Qc1)

Resistance Rinternal The value of internal resistance

In practical applications, it is difficult to directly use the capacity of the batteries to
estimate the SOH of the batteries. To address this challenge, in this paper, several easily
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accessible parameters were measured using sensors, and their correlation with the degree
of deterioration of the batteries was analyzed. Finally, three health factors, namely the
internal resistance, the rate of change of the voltage, and the change of temperature were
extracted as input indicators. Pearson’s correlation coefficient was introduced to analyze the
correlation between the three health factors and the health status of the batteries. Analyzing
the correlation data in Table 2, the absolute value of the Pearson’s correlation coefficient
between the selected health factors and the health status of the battery is very close to 1,
which is a strong correlation and can indirectly reflect the health status of the battery.

The Pearson correlation coefficient can measure the linear correlation between features.
The output values range from −1 to 1, where numbers closer to either end indicate stronger
correlations. A value of 1 signifies a strong positive correlation, while −1 indicates a strong
negative correlation. A value of 0 implies no correlation. Pearson’s correlation coefficient
(PCC) was computed by centering the coefficients on the values calculated from similarity,
expressed through Euclidean distance. The values were then centered based on similarity
expressed through Euclidean distance, after which the cosine distance of the centered
results was determined. This calculation process eliminates differences between the scales
of variables. The centering result is used to calculate the cosine distance, which eliminates
differences in variable scales during the calculation process. The formula for its calculation
is as follows:

r =

n
∑

i=1
(xi − x)(yi − y)√

n
∑

i=1
(xi − x)2 n

∑
i=1

(yi − y)2
(12)

where x represents the mean value of the health factor and y represents the mean value of
the SOH.

Battery health estimation for energy storage systems essentially belongs to the category
of time series prediction, and the recurrent neural network method (RNN) is the typical
method for dealing with time series data. However, RNNs suffer from the problem of
“long-term dependence”, where the gradient vanishes or explodes when processing long
time series data. To overcome this problem, the long short-term memory (LSTM) model
was favored by many researchers, which means the LSTM model is widely used in various
fields. The LSTM model improves the RNN by introducing the gating mechanism. This
effectively solves the defects of the RNN and is a type of RNN with a special structure,
which is therefore applied in this paper. Figure 5 contains an LSTM structure diagram.
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In Figure 5, xt denotes the input of the neuron at time t, ht denotes the state value
of the implicit layer of the network at time t. σ, and tanh are two activation functions
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commonly used in neural networks for mapping the output values of a certain range. The
specific functions are as follows:

Oblivion Gate:
ft = σ(W f •[ht−1, xt] + b f ) (13)

Input Gate:
it = σ(Wi•[ht−1, xt] + bi) (14)

gt = tanh(Wg•[ht−1, xt] + bg) (15)

Output Gate:
ot = σ(Wo•[ht−1, xt] + bo) (16)

ht = tanh(ct)⊗ ot (17)

where h is the implicit layer of the LSTM network and ht−1 and ht are the implicit layer of
the LSTM network at time (t − 1) and time t, respectively. W f , WI , Wg, Wo, b f , bi, bg, bo are
memory modules connected together to form a chain structure, and each LSTM memory
unit can control the data storage and forgetting operations and carry out effective informa-
tion transfer between the chain structure until the completion of the last memory unit, thus
extracting the data with temporal characteristics. The network structure of LSTM is shown
in Figure 6.
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Figure 6. LSTM network structure.

By inputting the LSTM neural network and setting the number of hidden layers of the
LSTM, feature extraction can be achieved, the amount of input can be simplified, and the
speed of the operation can be improved. Partial input and output data for the prediction of
the SOH are demonstrated in Table 3.

After determining the input and output data, in order to eliminate the influence of
different magnitudes and units between different features and improve the convergence
ability of the model, the input and output data are normalized so that the sequence of each
feature is kept within [0, 1]. The results are shown in Figure 7.
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Table 3. Partial input and output data for prediction of SOH.

Input Parameters Output Parameter

Index Voltage (V) Resistance (Ω) Temperature (◦C) State of Health

1 10.497 0.094 30.9 95.1
2 10.497 0.092 31.3 95.2
3 10.497 0.095 31.3 95.1
4 10.497 0.091 31.0 95.0
5 10.497 0.091 31.1 94.8
6 10.497 0.088 31.0 94.5
7 10.497 0.092 31.2 94.1
8 10.497 0.093 31.5 93.9
9 10.498 0.091 30.8 93.0
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From Figure 7, it can be seen that the value of battery health decreases in a nonlinear
manner as the number of cycles increases, and the internal resistance becomes higher and
higher as a result; therefore, the value of SOH can be estimated under a different number of
cycles, which lays the foundation for the next step of the clustering analysis. The formula
for its calculation is as follows.

The relationship between SOH and voltage, resistance, and temperature is:

SOH = −k1Tek2t + k3
u
t
+

k4

Rt
, (18)

where T, u, R, and t, respectively, represent temperature, voltage, internal resistance, and
the number of cycles. k1, k2, k3, k4 are constants that can be obtained by statistical techniques
such as regression analysis. Formula (18) can be used to monitor the battery health of
roadside energy storage facilities to ensure that the batteries are replaced at the right time,
thereby maintaining the normal operation of the energy storage system.

3. State-of-Health Evaluation
3.1. Health State Segmentation

Online battery health evaluation for energy storage systems is a challenging task
due to the complexity of real-world conditions, limited access to batteries, limited data,
variability in battery performance, and high costs. While laboratory evaluations provide
valuable insights into battery performance and health, online evaluation is essential to
ensure the safe and efficient operation of energy storage systems in real-world applications.
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Fully discharging and charging a battery is not practical or desirable for most battery-
powered systems due to the potential damage to the battery and reduced lifespan. In
addition, the mathematical models that are commonly used to predict battery perfor-
mance and health require a detailed knowledge of the battery chemistry and the operating
conditions, which can be difficult to obtain in real-world settings.

Battery aging is a complex process that depends on many factors, including the type of
battery chemistry, the operating conditions, and the usage patterns. In order to accurately
model battery aging, it is necessary to collect detailed data on these factors over a long
period of time, which may not be feasible or cost-effective in many applications [15]. Instead
of relying solely on mathematical modeling, many researchers and engineers are turning to
data-driven approaches for battery health monitoring and evaluation. By collecting and
analyzing data on battery performance and usage patterns in real-world settings, it may be
possible to develop more accurate and reliable models for predicting battery health and the
remaining lifespan.

Using unsupervised machine learning algorithms to segment battery health data into
different phases may provide insights into the aging process of the battery without relying
on complex mathematical models. To divide the different phases of the life cycle, three
unsupervised learning algorithms were proposed for the online battery health evaluation.
In this study, K-Means, GPR (Gaussian Process Regression), and K-Means++ were applied
to the battery health state segmentation.

3.1.1. K-Means Algorithm

The K-Means algorithm is a widely applied clustering algorithm that minimizes the
sum of the distances of all the alternatives to the clustering center. The practice of K-Means
clustering is to divide n sample points into K classes according to the distance between
the samples so that similar samples can be divided into the same class as far as possible.
The K-Mean clustering algorithm uses the Euclidean norm to measure the similar degree
between the alternatives [16] The range of features in the analysis and associated distance
measures usually have an impact on the performance of the K-Means algorithm, since the
distances between the data points are used to determine their similarity. The K-Means
algorithm is implemented in the following specific steps:

(1) For all n objects, randomly select k objects as the center of a class, representing the k
classes to be generated;

(2) Calculate the distance from other objects to the cluster center, and assign objects to
the nearest cluster;

(3) Calculate the average value of all objects for each class as the new central value of
all objects;

(4) Reassign data according to the principle of nearest distance;
(5) Return to (3) until there is no change and end the clustering.

3.1.2. Gaussian Mixture Model

Because K-Means cannot cluster two classes with the same mean (the same cluster
center point), the Gaussian Mixture Model (GMM) is proposed to solve this problem. The
GMM completes clustering by selecting components to maximize the posterior probability.
The posterior probability of each data point represents the possibility of belonging to
various types, rather than a certain category, so it is called soft clustering. The Gaussian
model is mainly determined by the two parameters of variance and mean. Different
learning mechanisms for mean and variance will directly affect the stability, accuracy,
and convergence of the model. The GMM uses the mean and standard deviation, and
the cluster can show an ellipse, which is better than the circle that is produced using the
K-Means method [17]. The GMM is the probability of use, so a data point can belong to
multiple clusters. Therefore, it may be more suitable than K-Means clustering when there
are different sizes and correlations between clusters.

The main steps to implement a Gaussian mixture model are described as follows:
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(1) Judge whether a model fits well by observing the proximity between the sampling
probability value and the model probability value;

(2) Calculate the expected value of the data through the model and update the mean and
standard deviation (parameters) of the distribution, i.e., µ and σ;

(3) Repeat the process many times until the two probability values are very close;
(4) Stop updating and complete model training.

3.1.3. K-Means++ Algorithm

K-Means++ is an algorithm for selecting initial values for the K-Means clustering
algorithm. The basic idea is that the initial cluster centers should be as far away from each
other as possible, which can reduce the randomness of the initial cluster center selection,
improve the model convergence effect and reliability [18] K-Means++ updates the clustering
and centroid of the data set by iteration until the convergence condition is reached.

The main steps of K-Means++ clustering are as follows:

(1) Select a point randomly from the set of input data points as the first cluster center;
(2) For each point x in the data set, calculate the distance D(x) from the nearest cluster

center (the selected cluster center);
(3) Select a new data point as the new cluster center. The selection criterion is the point

with larger D(x) has a higher probability of being selected as the cluster center;
(4) Repeat steps 2 and 3 until k cluster centers are selected.

3.2. Results and Performance of the Methods

In this paper, 465 voltage differences and SOH data of charging and discharging
conditions of the base station and the power station were collected (invalid data were
removed) for clustering analysis. Figure 8 shows a flowchart for the overall battery health
assessment of the roadside energy storage system. Health degrees are classified into three
categories, i.e., high, medium, and low.
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Figure 8. Structural logical framework.

The Pearson correlation coefficient method was used to separately calculate the cor-
relation of the four battery data points: internal resistance, rate of change of voltage,
number of cycles, and discharge energy. The results of these calculations were used to set
weights and compute the distances of the objects to the prototypes of the clusters during the
clustering analysis.

The following Figures 9–11 are the classification results obtained using the three
clustering methods.



Future Transp. 2023, 3 1322
Future Transp. 2023, 3, FOR PEER REVIEW  14 
 

 

 
Figure 9. K-Means algorithm clustering effect. 

 
Figure 10. GMM algorithm clustering effect. 

 
Figure 11. K-Means++ algorithm clustering effect. 

Figure 9. K-Means algorithm clustering effect.

Future Transp. 2023, 3, FOR PEER REVIEW  14 
 

 

 
Figure 9. K-Means algorithm clustering effect. 

 
Figure 10. GMM algorithm clustering effect. 

 
Figure 11. K-Means++ algorithm clustering effect. 

Figure 10. GMM algorithm clustering effect.

Future Transp. 2023, 3, FOR PEER REVIEW  14 
 

 

 
Figure 9. K-Means algorithm clustering effect. 

 
Figure 10. GMM algorithm clustering effect. 

 
Figure 11. K-Means++ algorithm clustering effect. Figure 11. K-Means++ algorithm clustering effect.



Future Transp. 2023, 3 1323

From the machine learning results, we can see that the classification results are based
on the discharge capacity as the abscissa and the voltage change as the ordinate. The data
are divided into three categories.

The silhouette coefficient evaluates the quality of the clustering using a measure of
similarity between objects in a data set and is an evaluation of how dense and dispersed
the clusters are. The contour coefficient is suitable for cases where the actual category
information is unknown. It is calculated according to the following formula:

S =
b− a

max(a, b)
(19)

In Equation (19), a is the average distance between this data frame and other data
frames in the cluster and b is the average distance between this data frame and the sample
in another cluster nearest to it.

The silhouette coefficient S is in the range of [−1, 1], the larger the value of S, the
more reasonable the clustering results are. If the contour coefficient S = −1, the data frame
should be classified into other classes; if S is close to 0, the data frame is at the intersection
of two classes. Averaging the profile coefficients of all samples gives the overall profile
coefficient of the clustering result:

Sk =
1
n

n

∑
i=1

Si (20)

Table 4 summarizes the advantages and disadvantages of the three methods and their
values of the silhouette coefficient.

Table 4. Classification and characteristics of clustering algorithms.

Clustering
Algorithms Advantages Disadvantages Silhouette

Coefficient

K-Means
Low time complexity;

high computing
efficiency

Number of clusters
needed to be preset;

not suitable for
nonconvex data

0.63

Gaussian Mixture
Model

each class probability;
high computing speed

Inflexible shape;
limited accuracy; lack

of robustness
0.80

K-Means++

Improved K-Means
algorithm; improve the
final error; reduce the

calculation time

Internal orderliness;
low scalability; high

time complexity
0.75

It is obvious from the classification results that all three clustering methods succeeded
in classifying the battery health condition into high, medium, and low categories, but
different clustering methods were used to obtain different classification results. As far as
the study is concerned, the GMM clustering method is the best method for reflecting the
battery charge and discharge capacity.

4. Discussion

Since the performance of a battery management system is the key to determining the
function of the energy storage facility, this study collects the amount of battery voltage
and current variation in the energy storage system under different operating conditions.
In this paper, for the first time, the predicted SOH values are obtained by extracting the
characteristic quantities affecting the battery health based on three indicators: the internal
resistance, the rate of change of the voltage, and the change of temperature. Then, three
unsupervised clustering methods, K-Means, the Gaussian mixture model, and K-Means++,
are used to effectively classify the battery health of the roadside EES into high, medium,
and low levels, which intuitively reflect the current health status of the battery. According
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to the conclusion, by comparing the three methods, GMM clustering seems to be the best
method for reflecting the battery charging and discharging capacity, which in turn plays a
positive role in the description of the battery health condition.

5. Conclusions

Roadside energy storage facilities are needed to alleviate the mileage anxiety of electric
vehicle drivers. The health status of batteries plays a critical role in determining the lifespan
of roadside energy storage facilities. This study focuses on estimating the State-of-Health
(SOH) value by analyzing the battery charging and discharging data obtained from base
stations and power stations using three indicators: the internal resistance, the rate of change
in the voltage, and the change of temperature. Relevant features that may impact battery
health are selected for analysis. Three clustering methods, namely K-Means, the Gaussian
Mixture Model (GMM), and K-Means++, are employed to classify the battery health
status. The advantages and disadvantages of these methods are thoroughly discussed and
compared, aiming to identify the most suitable clustering approach. The results indicate
that the GMM clustering method is more suitable for engineering battery health status
classification as it provides clear and informative clustering outcomes. This case study
provides a reference for battery health condition assessment in future roadside energy
storage systems.
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