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Abstract: Effectively identifying and characterizing the various dynamics present in complex and
chaotic systems is fundamental for chaos control, chaos classification, and behavior-transition fore-
casting, among others. It is a complicated task that becomes increasingly difficult as systems involve
more dimensions and parameters. Here, we extend methods inspired in ordinal patterns to analyze
2D iterative maps to unveil underlying approximate symmetries of their dynamics. We distinguish
different families of chaos within the systems, find similarities among chaotic maps, identify approxi-
mate temporal and dynamical symmetries, and anticipate sharp transitions in dynamics. We show
how this methodology displays the evolution of the spatial correlations in a dynamical system as the
control parameter varies. We prove the power of these techniques, which involve simple quantifiers
as well as combinations of them, in extracting relevant information from the complex dynamics of 2D
systems, where other techniques are less informative or more computationally demanding.

Keywords: complexity; complexity quantifiers; chaos; iterative maps; Hénon map; permutation
entropy; Fisher information measure; route to chaos; TARDYS

1. Introduction

Characterization of the different dynamics present in a complex system is a paradig-
matic problem. It is of great interest in order to distinguish chaos from noise, classify
different dynamic regimes, forecast transitions in behavior, and identify critical points or
extreme events [1–4], just to name a few. Methods and techniques have been developed to
classify chaos, which depend on the particular chaotic system and/or the available param-
eter(s) that can be observed [4]. Some tools using ordinal patterns have been introduced
that focus on the dynamics of the complex systems [5–7]. These try to identify repeating
or forbidden patterns in the temporal or spatial parameters of the system. While these
techniques are informative on their own and can identify key features of the dynamics,
combinations of quantifiers usually provide a deeper and more complete description of the
complex dynamics [8–10].

Here, we apply and combine recently introduced tools to characterize and distinguish
families of chaos, and to identify approximate symmetries underlying the different chaotic
regimes of two-dimensional iterative maps.

A simple yet powerful technique to quantify complexity is permutation entropy
(PE) [5], based on the concept of ordinal patterns (OPs), also referred to as words. PE and
combinations of PE with other quantifiers have been used to classify chaos, distinguish
chaos from stochasticity, identify complex dynamic structures, and forecast transitions
in behavior [7].

Another useful quantifier of complexity, suited to characterize local dynamics in a time
series, is the Fisher information measure (FIM) [8,11]. FIM quantifies the local slope of a
time series, and it is sensitive to small behavioral changes, whereas PE is a global measure.

A combination of Shannon entropy and FIM was introduced by Vignat and Bercher
as the Fisher–Shannon information plane [8]. This approach allows the visualization in a
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2D plane of similarities and differences among complex dynamical systems, or within the
same system for various values of the control parameter [10,11].

Spichak et al. [12,13] used OPs to compute both entropy and FIM. They used the
Fisher–Shannon plane to characterize the different dynamical regimes of 1D chaotic non-
invertible iterative maps. The features of these maps were shown to be clearer and provide
more detail in the Fisher–Shannon plane if computed based on OPs. They were able
to distinguish families of chaos in these 1D maps. They found a universality pattern
underlying similarities among the different maps, and they identified self-similar behavior
as a function of the control parameters.

Recently, Nguyen et al. [14] introduced a new set of quantifiers (TARDYS after Tem-
poral And Reversible DYnamical Symmetries) to extract approximate symmetries in the
chaotic dynamics of a photonic neuron (diode laser with external optical feedback). They
were able to distinguish different dynamical regimes and, by combining the TARDYS
quantifiers with PE and FIM, create 2D landscapes that allowed for chaos characterization
of 1D chaotic maps. This new technique allowed the forecasting of chaos-to-regular tran-
sitions as a function of the control parameter. These TARDYS quantifiers are associated
with approximate dynamical symmetries, as they are calculated using the OPS, which are
computed as relative values.

In this paper we extend the analysis of OP-based quantifiers to 2D chaotic iterative
maps and show their power in classifying and distinguishing families of chaos. Our results
support those found for 1D iterative maps and confirm the adequacy of these quantifiers
to characterize 2D chaotic maps. We identify different families of chaos within several 2D
iterative maps, and we anticipate transitions in dynamics. In addition to corroborating
the suitability of these techniques to explore complex dynamics, and to extend them to
2D iterative maps, we also show how this technique reveals the temporal correlations for
all points in phase space, and displays the evolution of these correlations as the control
parameter is varied. Some characteristic features of the dynamical systems, like Koopman
operators and strange attractors, are also uncovered by focusing on these dynamical
correlations. It is worth mentioning that this is an easy to compute method that is suitable
for experimental data and robust against noise.

2. Ordinal Patterns and Complexity Quantifiers
2.1. Ordinal Patterns (OPs)

Given a time series X ={xn : n ∈ N}, ordinal patterns are constructed from exam-
ining subsets of consecutive values of length D (dimension) by comparing their relative
magnitudes. There are D! possible patterns. For example, for patterns of dimension
D = 3, if xn < xn+1 < xn+2, the subset corresponds to the pattern ‘012’ (or Word-1). For
xn < xn+2 < xn+1, we obtain pattern ‘021’ (Word-2), and so on (see Table 1).

Table 1. Possible ordinal patterns for D = 3 and their associated words.

Pattern Word

‘123’ 1
‘132’ 2
‘213’ 3
‘231’ 4
‘312’ 5
‘321’ 6

Computing the probability of occurrence of the words (more probable words, less
probable words, forbidden words) we can capture temporal correlations in the time series,
which serve as a measure of the memory in the dynamical system. Based on these patterns,
we compute different complexity quantifiers.
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2.2. Permutation Entropy (PE)

Permutation entropy is the Shannon entropy of the probabilities of the words in a time
series. It is a global measure of complexity defined as

PE = − 1
ln D!

D!

∑
i=1

Pi ln Pi (1)

Here, Pi refers to the probability of word i. For a time series of length N, there are
N − D + 1 subsets of D consecutive values. PE is normalized, so that 0 ≤ PE ≤ 1. Entirely
random, unstructured processes have values of PE = 1, whereas values closer to 0 indicate
highly ordered and thus more deterministic processes involved.

One of the limitations of PE is that the time series needs to satisfy N � D to be
statistically significant. Also, because of the definition of the words, which only considers
relative values, this method loses some information of the time series, but this filtering
makes it also robust against experimental noise.

2.3. Fisher Information Measure (FIM)

For a discretized time series, the Fisher information measure is defined as

FIM = F0

D!−1

∑
i=1

(
√

Pi+1 −
√

Pi)
2 (2)

where F0 = 1 if Pi∗ = 1 for i∗ = 1 or i∗ = N; and Pi = 0 ∀i 6= i∗. F0 = 1
2 otherwise. FIM is

normalized to give a value between 0 and 1, where values closer to 0 correspond to locally
stochastic processes and values closer to 1 correspond to locally deterministic processes.

Here we use FIM based on OPs; that is, Pi corresponds to the probability of word i.
This has been shown to provide a more descriptive visualization of the structure of the
dynamical system in the 2D complexity plane [11,12], allowing for a better classification
and identification of dynamical regimes. In ref. [13], the authors showed the effect on FIM
of the ordering of the words’ probabilities. Here we used the sorting array SA∗ with word
order ‘241536’.

2.4. Temporal And Reversible DYnamical Symmetries (TARDYS)

Regular temporal structures present in the dynamics of a complex system should
be related to some internal symmetries or constraints in the system. Identifying these
symmetries in a chaotic system is challenging. Nevertheless, words themselves describe
approximate (they are not exact as they use relative values) dynamical symmetries and
trends. Also, combinations of words can describe other symmetries in the system [15].
TARDYS is a set of measures that, inspired in the natural dynamical symmetries of a
photonic neuron [14], quantify the presence of some temporal symmetries.

Tα = 1− |w1 − wα|
Tβ = 1− |w6 − wβ|
Tδ = 1− |P2 − P3| − |P4 − P5|
Tρ = 1− |P1 − P6| − |P2 − P4| − |P3 − P5|

(3)

where Pi is the probability of word i, and w1 = |P1 − 1
6 |, w6 = |P6 − 1

6 |, wα = |(P2 − 1
6 ) +

(P3 − 1
6 )|, and wβ = |(P4 − 1

6 ) + (P5 − 1
6 )|. TARDYS quantifiers are bound to be between 0

and 1 (for a completely satisfied symmetry).
Tα quantifies the probability of Word 2 and Word 3 being away from randomness

(P = 1
6 ), being compensated by the probability of Word 1 being away from randomness in

the opposite direction. It is similar for Tβ with Word 4, Word 5, and Word 6. Tδ quantifies
the presence of the clusters P2 = P3 and P4 = P5 (also referred to as rotational symmetry),
and Tρ quantifies the approximate reversibility of the dynamics of the system.
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3. Hénon Map

We start our analysis by applying the quantifiers described in Section 2 to the 2D
iterative Hénon map [16], defined as{

xn+1 = 1− ax2
n + yn

yn+1 = bxn
(4)

where a and b are control parameters. Depending on these control parameters and the
initial conditions (x1, y1), the system will show regular or chaotic behavior.

3.1. 1D Analysis: b = 0.3, 1.0 ≤ a ≤ 1.4

A Hénon map is a 2D map [x, y] and has two control parameters, a and b. The most
studied choice of parameters is for a = 1.4 and b = 0.3 as this presents chaotic dynamics.
For other values, it can be chaotic, intermittent, or regular, depending on the initial values
x1 and y1. If we set one parameter as fixed, we can perform a 1D analysis as we vary the
other one. We set b = 0.3 and scan 1.0 ≤ a ≤ 1.4 to compute the words’ probabilities, PE,
and the TARDYS for these combinations.

A simple analysis of the words’ probabilities as a function of either control parameter
shows that (i) the probabilities are not compatible with a stochastic process (Pi 6= 1

6 ), there-
fore showing signatures of determinism, and (ii) the hierarchies of the words’ probabilities
can distinguish regions of different dynamics within the chaotic regions, allowing for the
identification of different families of chaos.

Figure 1a shows the bifurcation diagram for the Hénon map for b = 0.3 and 1 ≤ a ≤ 1.42.
It shows periodic windows of different periodicity, a period-doubling route to chaos,
and different chaotic regions, as the control parameter a is varied. Figure 1b shows the
corresponding words’ probabilities of dimension D = 3. These probabilities are not equally
probable (Pi 6= 1

6∀i), plus there is one forbidden word (P6 = 0, ∀a), indicating that the
dynamics is not compatible with a stochastic process and are clearly deterministic. This last
statement might sound obvious as the time series were generated with Equation (4), but it
shows that it can help to distinguish stochasticity from determinism in an experimental
time series for which there is no known model equation.

The hierarchies and relations among the words’ probabilities indicate different dy-
namics, even in the chaotic regions. The different regions of periodicity (around a ≈ 1.05,
around a ≈ 1.25, around a ≈ 1.3, . . .) show different hierarchies and clusters in the words’
probabilities. This indicates that the constraints and symmetries in these dynamics are
different. On the other hand, the chaotic windows also show different hierarchies of the
probabilities (around a ≈ 1.09, around a ≈ 1.15, around a ≈ 1.35, . . .), indicating different
families of chaos and different underlying approximate symmetries [14], and making the
different families of chaos distinguishable.

Figure 2a shows the TARDYS quantifiers for the same region and parameters as
Figure 1. These measures quantify the relevance of the different approximate temporal
symmetries in the dynamics, where Tρ quantifies its reversibility. We can appreciate several
dynamical regions based on the TARDYS quantifiers, indicated with vertical dotted lines
in Figure 2a, which were also identified by the words’ probabilities in Figure 1b, but the
TARDYS identifies the underlying symmetries of these different dynamical regions. In the
first large region, despite including chaotic dynamics, all four TARDYS symmetries are
perfectly represented. In the second region, reversibility and the rotational symmetry Tδ

drop but stay equal (Tρ = Tδ) while the other two symmetries are highly present (Tα = Tβ).
In the third region, reversibility is low and Tδ is also low, but Tρ 6= Tδ and Tα = Tβ. There
is a fourth region (1.22 / a / 1.28) that, despite reversibility and rotational symmetries
being low, is stable and indicates a window of regularity.
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Figure 1. (a) Bifurcation diagram of the Hénon map for b = 0.3, scanning between 1.0 ≤ a ≤ 1.4.
(b) Words’ probabilities of dimension D = 3 (w1 = ‘012’, w2 = ‘021’, w3 = ‘102’, w4 = ‘201’,
w5 = ‘201’, and w6 = ‘210’) for the range of parameters as (a). Words’ probabilities capture
the different dynamical regimes, from chaos to regularity, but can also capture different kinds of
periodicity, as well as capture dynamical constraints in the chaotic regions, distinguishing among
different families of chaos.

Figure 2. (a) TARDYS quantifiers (see Equation (3)) for the Hénon map. The regions between the
vertical dotted lines indicate regions with different dynamics. The region between the red dashed
lines is zoomed-in in (c). (b) Bifurcation diagram for the zoomed-in region, which presents a small
window of periodicity anticipated by Tα 6= Tβ.
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Remarkably, as was also found by Nguyen et al. [14], these quantifiers also forecast
the transition from chaos to regularity as we move along a. The region between the dashed
lines in Figure 2a is zoomed-in in Figure 2c (Figure 2b is the corresponding bifurcation
diagram for this zoomed-in region). This region is centered around a window of periodicity.
Tαβ = Tα − Tβ identifies, within the chaotic regions, when the dynamics is going to turn
from chaotic to regular. Tαβ 6= 0 in the window of periodicity, but this condition is also
satisfied in the chaotic region right when the control parameter approaches this periodic
window. Meanwhile Tαβ = 0 for the rest of the range. This loss of symmetry is a good
precursor of a dynamical transition.

3.2. Two-Parameters Analysis

Because the Hénon map depends on two control parameters (a and b), it is of in-
terest to characterize its dynamics as a function of their values. We scan 0 ≤ a ≤ 2
and −0.5 ≤ b ≤ 0.5 using the same initial conditions (x1 = 0.1 and y1 = 0.3). It is worth
mentioning that we explored several sets of initial conditions and, although the quantifiers
studied were (slightly) different, the analysis does not change qualitatively (see Appendix A).

Figure 3 shows the permutation entropy as a function of a and b. PE identifies different
dynamical regions where entropy is stable to changes in any of the two parameters (regions
II or III, for example). There are other regions (I or IV, for example) that are very sensitive to
small changes in the parameters set. Different PE plateaus also classify different dynamical
families. All these regions are related to different combinations and intensities of the
approximate TARDYS symmetries, as can be seen in Figure 4, and therefore related to
different constraints or symmetries.

Figure 3. Permutation entropy (PE) for the Hénon map for the range 0 ≤ a ≤ 2 and −0.5 ≤ b ≤ 0.5
with initial conditions as in previous figures. Differentiated regions (I to V) identify regions with
different dynamics and temporal constraints.



Dynamics 2023, 3 756

Figure 4. TARDYS quantifiers for the Hénon map for the same region as Figure 3. (a) Tα, (b) Tβ, (c) Tδ,
and (d) Tρ.

As indicated above, combinations of suitable quantifiers can provide a richer 2D
analysis tool [17–19]. FIM and PE project the dynamical system on a plane as one parameter
is varied (see Figure 5a). Each combination of parameters, a and b, is shown as a dot on
the plane. As a and b change, the system explores the 2D FIM-PE plane. It is expected that,
for highly chaotic dynamics, the system will explore the bottom-right corner of the plane
(high entropy and low Fisher information measure). Nevertheless, the system does not
wander randomly on the plane for the Hénon map, but on the contrary, the fingerprint
on the FIM-PE plane shows a clear structure. Red dots in Figure 5a indicate a narrower
region around b = 0.3 (1.0 ≤ a ≤ 1.4, 0.299 ≤ b ≤ 0.301). The inbox is a detail of the region
inside the green circle in the main figure, which highlights the non-trivial structure on this
plane, revealing features of the evolution of the dynamics as a is varied and suggesting
self-similar features related to the period-doubling route to chaos of the system.

Figure 5c shows the complexity plane between Tρ and PE, which presents the same
complex structure characteristic of this map but with a different 2D signature. The trajec-
tories of the map on these planes are related to the different dynamical regions identified
with the words, PE, and the TARDYS.

The ability of these complexity measures is found in other 2D iterative maps. In the
Appendix A, we show the permutation entropy and the TARDYS symmetry Tδ for the
Burger and the Lozi maps. They distinguish regions with different complex dynamics and
the corresponding dynamical symmetries present (or absent) in the regions.

Figure 5b,d shows the FIM-PE and reversibility-PE landscapes for the Hénon, Burger,
and Lozi maps. Aside from the clear structure in all three 2D iterative maps, these planes
show clear similarities in the dynamics of all three maps, indicating regions with the
same dynamical symmetries as well as some individual characteristic dynamics where
the fingerprints do not overlap. A similar result was found by Spichak et al. [12] when
studying 1D non-invertible iterative maps. There, the studied maps shared a common
underlying signature while some of them also presented more detailed structure.

These results extend those found for 1D iterative maps [12,13] and show that they are
not unique to 1D maps or to the ones studied in previous works, and this technique is also
powerful even with the richer structure of 2D maps. It also shows that the parameter-space
of these maps shows clear correlations that are captured by studying the temporal patterns
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of their time series. It is worth mentioning that these quantifiers do not require a known
model to be computed, but only the time series of the dynamics of the system is required,
making this a suitable technique for experimental data. Also, because of the nature of the
quantifiers, based on the ordinal patterns, it is robust against experimental noise.

Figure 5. (a) FIM versus PE for the Hénon map. 0 ≤ a ≤ 2; −0.5 ≤ b ≤ 0.5, [x1 = 0.1, y1 = 0.3].
(c) Reversibility Tρ versus PE. Red dots indicate a narrow region: 1 ≤ a ≤ 1.4; 0.299 ≤ b ≤ 0.301, as
seen in Figure 1. (b) FIM versus PE for the Hénon (blue), Burger (red), and Lozi (black) maps. (d) Tρ

versus PE. They all show clear overlap, indicating that some regions in parameter space present the
same dynamics and the same underlying symmetries

3.3. Initial Conditions Analysis

Dynamical systems such as the Hénon map are two dimensional, and henceforth they
depend on two variables [x, y]. For any given set of the control parameters (a and b in
this case), the dynamics can be different depending on the initial conditions [x1, y1]. Next,
we present a characterization of the dynamics depending on the initial conditions for the
Hénon map.

Figure 6 shows the PE for the positions’ landscape (−2 ≤ x, y ≤ 2) for four different
sets of values of the control parameters, corresponding to the ones indicated in Figure 3
(I → [a = 0.5; b = −0.25], I I → [a = 0.5; b = 0.0], I I I → a = 1.15; b = 0.15, IV →
[a = 1.5; b = 0.15], and V → [a = 1.4; b = 0.3]). These plots identify which initial conditions
share similar behavior in their dynamical evolution and differentiate spatial regions.

While the combination of parameters in region I (Figure 6a) is very sensitive to
the initial conditions, and the entropy of the dynamics of a trajectory can be manifestly
different from that of a neighbouring trajectory, the combinations of parameters in region
I I (Figure 6b) is very robust, although there are three differentiated dynamical regions for
that parameter set.

Figure 6c captures the Hénon map’s strange attractor (shown in perspective to high-
light it). This region shows a lower value of PE than the surrounding area, and is stable
(the same for all initial conditions within that region). The surrounding region is more
sensitive to the initial conditions, and PE varies quickly as we choose slightly different
initial conditions. The fact that PE can track the strange attractor can be interpreted as the
system being attracted to a PE-stable region. This (unexpected) result cannot be found in
1D maps as they only have one coordinate
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Figure 6d resembles the Koopman mode found by Zhang et al. [20] for the Hénon
map. Koopman operators describe the evolution of functions defined in the phase space
of a dynamical system, and their eigenvalues and eigenfunctions capture global aspects
of the dynamics of the system. The advantage of PE (and TARDYS and combinations) is
the simplicity of its computation. While the Koopman operators depend on the functions
defined, the coarse grain of the chosen partition and its computation lacks a systematic
procedure, PE and TARDYS only require the time series of the dynamical system. Even
more, PE and TARDYS discard the actual value of the time series and only consider relative
values among consecutive iterations.

Figure 6. PE for the Henón map for the position space −2 ≤ x, y ≤ 2 for four different combinations
of the control parameters a and b. (a) a = 0.5; b = −0.25, (b) a = 0.5; b = 0.0, (c) a = 1.5; b = 0.15,
(d) a = 1.4; b = 0.3.

4. The Standard Map

We conclude our analysis by studying Chirikov’s standard map. It is a well-known
2D iterative map that presents regular as well as chaotic trajectories depending on the
initial conditions. Depending on the control parameter K, the whole phase space can
present regular trajectories (K ≈ 0), fully chaotic trajectories (K �), or mixed trajectories
(1 / K ' 6) that can change from regular to chaotic depending on a small change in the
initial conditions.

The Chirikov standard map is a 2D area-preserving map defined by:{
pi+1 = pi + K sin(θi) ; mod(2π)

θi+1 = θi + pi+1 ; mod(2π)
(5)

The dynamics is restricted to 0 ≤ θ, p ≤ 2π, and the parameter K is the nonlinear kick
strength. For K = 0 the system is linear, in the whole space, and the dynamics periodic. As
K increases, the dynamics can be periodic or chaotic, depending on the position in phase
space. As K increases, the proportion of phase space that behaves chaotically also increases,
and so does the Lyapunov exponent.

Figure 7 shows the Fisher–Shannon complexity plane for different values of the non-
linear intensity between 10−6 ≤ K ≤ 10. Figure 7d shows several K values simultaneously,
displaying the whole structure of the standard map on this complexity plane. When the
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system is linear, the fingerprint on the complexity plane is a clear trajectory covered as
we scan the phase space (Figure 7a). These well-defined curves are characteristic of the
temporal correlations in the dynamics of all points in the phase space for K = 0.

Figure 7. FIM versus PE plane for the Standard map for different values of the control parameter K.
The figure is computed scanning 104 states in the whole [θ, p] phase space between K = 10−6 and
K = 10. (a) K = 10−6. (b) K = 10−3. (c) K = 0.1. (e) K = 0.5. (f) K = 1. (d) K = 10−6 to K = 10 on
the same FIM-PE plane.

As K increases, this fingerprint starts to evolve. The initial curve starts to “break
down” at a localized small region (Figure 7b) in the complexity plane. This breakdown
area is related to the area in phase space where the dynamics starts to become chaotic. As K
continues to increase, the original curve starts to fade away, the perturbed part of the curve
increases, and the complexity plane starts to occupy the bottom-right area, as expected for
a more chaotic dynamics. For intermediate values of K, (Figure 7f) the plane shows the
coexistence of regular dynamics and chaotic dynamics. For very large values of the control
parameter, the whole dynamics is represented by a lump at FIM ≈ 0 and PE ≈ 1 (inbox
in Figure 7d shows K = 10). This is a novel visual way to see the evolution of the map
transition from a purely regular phase space to a purely chaotic phase space.

Computing PE for the phase space also provides information about the different dynamical
regions present for each K. Regions with constant PE, or regions with smoothly varying PE, or
regions with sharp changes in PE identify areas of different dynamics and approximate sym-
metries. Similar to what we saw in Figure 6 for the Hénon map, Figure 8 shows PE for the
standard map for a range of K values. For K ≈ 0, the dynamics are regular in all phase
space. PE varies smoothly and shows mirror symmetry around p = 0. As K increases, the
complexity of the landscape of PE also increases and shows clear differentiated regions.
K = 1 distinguishes clearly regions of regularity and chaos. For K = 5, almost all phase
space presents chaos except for two small islands of regularity.
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Figure 8. Landscapes of PE on phase space for the standard map for different values of K.
(a) K = 10−6. (b) K = 10−3. (c) K = 0.1. (d) K = 0.5. (e) K = 1. (f) K = 5.

5. Conclusions

We have analyzed 2D iterative chaotic maps using a battery of complexity quantifiers
aiming at characterizing their complex dynamics. All the quantifiers are based on the
ordinal patterns method introduced by Bandt and Pompe [5], referred to as words here.
This method relies on temporal correlations defined by comparing consecutive values in a
time series. Despite losing the information of the actual value of the data, it is shown to be
powerful as it retains the relevant information about the dynamics and discards somewhat
redundant information.

PE is informative of the complexity of the dynamics of a time series. Nevertheless,
the words’ probabilities (that are required to compute PE) are more descriptive as they are
six quantifiers (for D = 3) and can distinguish dynamics with different hierarchies of the
words but the same PE.

Based on the words’ probabilities, we calculate the TARDYS quantifiers for the studied
2D iterative maps. These novel measures quantify hidden (approximate) temporal symme-
tries. In the analysis of the Hénon map, the TARDYS quantifier Tαβ is shown to be a good
precursor identifier for chaos-to-regular transitions

The combination of two quantifiers portrays the complex system in a two-dimensional
landscape where identifying similar and different regimes becomes easy and intuitive.
FIM versus PE and Tρ versus PE display clear fingerprints for the studied 2D iterative
maps. They place the dynamical system in a 2D landscape and its evolution as the control
parameters are varied. This allows us to see the parametric evolution of the system, as
well as to find similarities and differences among the dynamics of the same or different
complex systems.

In addition to extending the finding of 1D maps to 2D maps (with more diverse
dynamics), we have shown how PE, TARDYS, and combinations of them (i) display the
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evolution of the temporal correlations in phase space and (ii) unveil characteristic features
of the dynamical systems such as strange attractors or Koopman modes.

Finally, it is worth noting that these quantifiers can be computed for any time series,
and do not require prior knowledge of the equations that generate the dynamics. There is
no need to propagate partial differential equations, as for the Lyapunov exponent, and the
procedure is systematic, unlike the calculation of Koopman modes. The fact that words are
computed based on relative values makes these quantifiers suitable for experimental data
and robust against noise.

In this work, we have used PE as one of the key complexity quantifiers, and com-
binations of PE with other quantifiers (FIM and TARDYS). There are other complexity
quantifiers worth exploring in order to identify and highlight the features of the complex
dynamics of a dynamical system. For example, weighted PE [21] tries to incorporate part of
the information lost in PE by weighting the words’ probabilities. This might be of interest
if studying spiking time series, which is not the case in this study. Rényi permutation en-
tropy [22] , which includes a bias parameter that can privilege rare events, or salient events,
is another entropy measure to explore. For noisy time series, permutation min-entropy [23]
is another entropy quantifier that can be explored. We think that comparing different
entropies with our approach is worth exploring to find the optimum set of tools for the
different families of dynamics. Nevertheless, the goal of this paper is to show the power
and simplicity of using PE, FIM, and TARDYS to unveil and classify complex dynamics,
and we leave that for future research.

We have demonstrated the suitability of these measures in 2D systems that can charac-
terize the dynamics based on control parameters and also based on phase space. We think
that they can be powerful in identifying features of complex dynamics in a broad range
of dynamical systems in nature as well as in helping better understand abstract chaotic
systems, independent of the number of parameters and dimensionality. It will be of special
relevance in experimental data, as no model is required to compute the quantifiers used
here, and these are robust against experimental noise.
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Appendix A

Figure A1 shows the permutation entropy (a,c) and the TARDYS quantifier Tδ (b,d) for
the Burger map (a,b) and the Lozi map (c,d). It is clear that these quantifiers can distinguish
regions with different complex dynamics and identify the dynamical symmetries present,
or lacking, in those regions. Both maps show regions where PE and Tδ are stable or change
smoothly, and other regions where there complexity quantifiers are very sensitive to the
values of the control parameters a and b.
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Figure A1. PE (a,c) and Tδ (b,d) versus the control parameters a and b for the Burger map (a,b) and
the Lozi map (c,d).
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