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Abstract: Turbulent water jets remain a critical study area, particularly the relation of the water
flow with air entrainment and its role in energy dissipation at different hydraulic structures. Plunge
pools, formed by the impact of jets on water cushions, play a pivotal role in energy dissipation.
Understanding the complex flow dynamics within these pools is essential for designing efficient
hydraulic structures. In this research, we present a comprehensive investigation of different numerical
simulations, defining two-phase (air-water) in different ways, and them compare with experimental
measurements. The primary objective is to analyze the pressure distribution at the bottom of a
plunge pool induced by a vertical jet and understand the importance of accurately defining air-water
flow in the dynamics of the jet into the pool. Our study bridges the gap between empirical data
and computational modeling, shedding light on the intricate behavior of such flows with different
method-based solvers: VOF, sub-grid, and multi-phase Euler. Various computational domains, mesh
configurations, and analyses spanning different time periods, frequencies, and scales were considered.

Keywords: jet; plunge-pool; air water flow; OpenFOAM®

1. Introduction

Turbulent water jets and their interaction with air along the way, from the release until
reaching water cushions, are crucial in various hydraulic engineering scenarios, including
flow through gates or over dams. It is believed that this influences energy dissipation in
the plunge pool downstream of dams. The behavior of the jet due to the atmosphere that
surrounds it and into the pool where it falls has been the subject of extensive experimental
investigation for several decades [1–18]. Physical modeling has provided valuable insights
into water jet behavior and into pressure hydrodynamics at the pool bottom [11].

The jets undergo intricate interactions with the surrounding atmosphere, leading to
turbulence-induced disintegration and secondary interactions between air and water [7].
It is known that flow through the surrounding atmosphere suffers disintegration due to
turbulence and these secondary interactions. Upon impact with the free surface of the
pool, the jet generates strong vorticity, air entrainment, and spray [11]. The local flow
dynamics within the plunge pool are influenced by factors such as roughness and free
surface breaking. These phenomena are dominated by momentum concentration and
turbulence, resulting in fluctuating pressures at the pool bottom. Despite the significance of
these processes, a comprehensive understanding of the detailed jet characteristics and their
impact on the pool remains indefinite due to inherent measurement challenges. Visualizing
and quantifying these complex interactions pose substantial difficulties.

The effects on roughness and free surface breaking are particularly relevant for local
velocities, dominated by the concentration of momentum and turbulence, which induce
pressures that fluctuate randomly at the bottom, producing hydrodynamic forces. The de-
tailed characteristics of the jet and its impact on a pool are not known, as they are difficult to
measure, see, and quantify. On the other hand, knowledge about pressure hydrodynamics
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at the bottom is well reported by physical modelling [11,13]. However, it is essential to
acknowledge the limitations of physical models, as they do not fully account for pool
aeration, primarily due to non-compliance with the Weber similarity criteria.

The simulation of turbulent flows involving free surfaces is critical in hydraulic engi-
neering. Researchers have explored various numerical techniques, including the volume
of fluid model (VOF) [19] or smoothed particle hydrodynamics—SPH [20] together with
different turbulent models. InterFoam, a VOF integrated into the OpenFOAM® frame-
work, is widely employed for modeling free-surface phenomena. Unfortunately, interFoam
falls short in accurately describing air-water interaction within a true two-phase mod-
elis [19,21–23]. The main concept in VOF modeling is the VOF function, denoted as
F = F(x, y, z, t), ranging from 0 to 1. These values correspond, respectively, to cells without
water and those fully occupied by water. This function evolves through the mass and
momentum conservation equations and it is updated using an advection equation [24,25].
Despite its utility, InterFoam struggles to capture the complexities of air entrainment and
dynamic interface behavior.

Significant improvements in VOF models, such as surface tension and interface curva-
ture, have been made. Additionally, artificial compression terms have been introduced to
enhance the accuracy of the interface representation [26,27]. The VOF method in interFoam
has two particularities: a volumetric surface force, explicitly estimated by the continuum
surface force (CSF) function of the surface tension, and the interface curvature, which are
included in the momentum equation.

Numerical prediction of self-aeration and two-phase interaction has been gaining
interest in numerically predicting self-aeration and two-phase interactions. Researchers
have explored various approaches to achieve more accurate physical descriptions in this
context. In the case of dispersed two-phase flows, where a significant portion of the two-
phase structures is smaller than the computational grid, a commonly used approach is
the two-fluid (Euler-Euler) model. This model involves a set of equations for each phase,
allowing for interaction terms between the phases. However, it comes with the drawback of
significantly increased computational costs. Lopes et al. [21,22] developed the airInterFoam
model, which was integrated into code OpenFOAM® v.2.3.0. This serves as a sub-grid
air-entrainment model, providing a time-averaged solution for air concentration values in
self-aeration and two-phase flows. Introducing air entrainment as a sub-grid model makes
it possible to describe the interface more accurately as air is incrementally introduced into
the water. Almeland et al. [23] further enhanced the airInterFoam model and updated it to
OpenFOAM® v.5.0. The modification involved refining the interface detection algorithm.
Specifically, they introduced a parabola-based function combined with a distance limit
approach to control the air source. These adjustments resulted in more stable simulation
results, especially when the computational grid was refined.

Other recent improvements were done by Anez et al. [28] developing an Euler–Lagrange
spray atomization (ELSA) approach in the OpenFOAM® framework. This Eulerian formu-
lation dedicated to jet atomization is a quasi-multiphase Eulerian (QME) approach and was
used to simulate “salte del Angel”. Recently, this model has been investigated for applica-
tion in other related applications, for example, cavitating sprays by McGinn et al. [29] and
flash evaporation by Gratner and Kronenburg [30] .

In this study, we investigate fluid flow within an experimental installation (Figure 1)
using OpenFOAM®. The installation includes various models of jets plunging into pools
with different water depths [3,12]. Specifically, we focus on smaller water depths. Our
analysis involves a statistical examination of variables, following a methodology based
on reduced-scale physical models. We evaluate mean pressures and statistical properties.
Additionally, we statistically describe the impact pressures generated by rough, turbulent
jets, considering both mean values and high-order moments for variable pool depths.
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Figure 1. Experimental installation of LCH at the EPFL (from [12]): photo and schema.

2. Physical Model—Experimental Installation at the EPFL

The Laboratory of Hydraulic Constructions (LCH) within the École Polytechnique
Fédérale de Lausanne (EPFL) in Switzerland had an installation (Figure 1), [3,12], where
experimental tests were done, conducting the physical data collection used in this study.
The laboratory installation contains a circular pool with a 3-m diameter and a horizontally
curved pipe (90 degrees) directing a high-velocity jet vertically through a nozzle (exit
diameter D = 0.072 m) positioned at 0.7 m above the pool bottom. The system operates as
a closed circuit and undergoes testing across various discharge flow conditions, with Q
ranging from 30 to 120 L/s. Under different conditions, water pool depths varied from
Y = 0.072 to 0.87 m. High-velocity jets entrain air within the pool, resembling scenarios
encountered in prototype applications for water release structures such as dams [12].

Pressure measurements were done at the pool bottom utilizing a 3 mm diameter piezo-
resistive micro-transducer (Kulite XTL-190-17BAR-A), flush-mounted at six points relative to
the center: 0.025 m, 0.050 m, 0.075 m, 0.095 m, 0.150 m, and 0.200 m. Sampling occurred at a
frequency of 2 kHz for 32.5 s, with an estimated accuracy of 0.1%. Discharge measurements
relied on a 1% accurate electromagnetic flowmeter (refer to [12] for detailed information).
In our current study, we conducted tests with a jet velocity of Q = 30 (m/s) exploring pool
water depths ranging from Y = 0.2 to 0.67 m and pool depth-to-jet diameter ratios spanning
from Y/D = 2.8 to 9.3 (see Table 1). Key parameters include the average velocity at the nozzle
exit (V0), Reynolds number (Re = V0D/ν), the Froude number (Fr = V0/(gD)0.5), the jet
travel distance in the air (L), and the jet break-up length in the air (Lb).

Table 1. Test conditions and parameters.

Q = 30 L/s; V0 = 7.4 m/s; Re = 4.6 ×105; Fr = 8.8

Y (m) Y /D (–) L (m) L/Lb (–)

0.2 2.8 0.5 0.32–0.35
0.3 4.2 0.4 0.26–0.28
0.4 5.6 0.3 0.19–0.21
0.5 6.9 0.2 0.13–0.14
0.6 8.3 0.1 0.06–0.07
0.67 9.3 0.03 0.02

3. Numerical Modelling
3.1. Numerical Solver

In the context of numerical turbulent models used in this study, they rely on the
Reynolds-Averaged Navier–Stokes equations (RANS) to describe 3D incompressible and
isothermal flows. Turbulence is characterized using the SST k − ω turbulence model,
known for its accuracy in predicting water elevation and velocity profiles. Water and air
are treated as Newtonian fluids, with kinematic viscosities (νk) of 1 ×10−6 and 1.48 ×10−5,
and densities (ρk) of 1000 and 1, respectively. Our simulations encompass three distinct flow
models within OpenFOAM®: (1) interFoam (volume-of-fluid method)—considering a sin-
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gle set of RANS equations (Equations (1) and (2)) for the mixing fluid
(ρ = ρw · α + ρg · (1 − α); ν = νw · α + νg · (1 − α)), an additional equation to describe
the free-surface (Equation (3)), which contains a compression term to be applied in the in-
terface (third term), as proposed by [26] and the transport equations for turbulent variables
k and ω (Equation (5) where c is k and ω, respectively); (2) airInterFoam (derived from
interFoam, [21–23]) in order to take into account the air entrainment generated in spread
and impinging into the water as a sub-grid model (Equation (4)); and (3) Euler-EulerFoam
(multiphase flow), which considers, apart from turbulent equations (Equation (5)), a set of
Navier Stokes equations (Equations (1) and (2)) for each flow.

∂(ρkαk)

∂t
+∇ · (ρkUk) = 0. (1)

∂(ρkαkUk)

∂t
+∇ · (ρkαkUU) = −∇ · (αk p∗)− g · x∇ · (ρkαk) +∇ · (αkτk) + F (2)

∂

∂t
(α) +∇ · (αU) +∇ · ([ucα(1 − α)]) = 0. (3)

∂

∂t
(αg) +∇ · (ugαg)−∇ · ([Γαg∇2αg]) = Sg. (4)

∂

∂t
(ρc) +∇ · (ρkcU) = ∇ · (Γc∇2c) + Pc − Yc + Dc. (5)

3.2. Numerical Set

The geometry of the installation depicted in Figure 1 was created using SALOME-9.2.2,
and the generated stl (“stereolithography”) files from this geometry defined the boundaries
and facilitated mesh construction using the snappyHexMesh tool in OpenFOAM®-v.22.12.
Refinement parameters near the walls were specified in the snappyHexMesh Dictionary,
employing two refinement levels for each surface-based refinement and maintaining three
cells between levels. We explored six geometries based on pool water depth, which corre-
lates with weir height near the pool outlet (Figure 2). Preliminary simulations encompassed
various domain sizes, including the entire structure and only the domain between the pool
bottom and nozzle exit, with consideration for one or two axes of symmetry (Figure 3).
Boundary conditions were defined for the inlet, outlet, walls (including pipes, nozzle,
pool, bottom, and weir), atmosphere (surrounding the installation), and symmetry. Fixed
pressure boundaries were prescribed at the outlet, while atmospheric pressure was set
at the atmosphere boundary. Velocity was assigned a zeroGradient condition to allow
free airflow if needed. Close wall boundaries adhered to the no-slip condition. Initial
conditions involved a water volume with constant depth in the pool and velocity inside
the pipe calculated based on measured discharge flow. Inlet conditions represented a
fully developed steady flow, considering an inverse power pipe flow profile. The models
were simulated using variable time steps dynamically adjusted to meet CFL requirements,
running in parallel mode with eight processors.

3.3. Data Analysis

Paraview was used to analyze simulations along time and to select variables along the
bottom as well as values at certain points along time and export them to be analyzed by
Matlab codes developed to calculate statistics on those points. Plotting along time at the
points where pressure transducers were measured allowed us to analyze unsteady character.
After selecting the steady state period, statistics were calculated, namely, average, maximum
and minimum values, median, mode, standard deviation, skewness, and kurtosis. Those
characteristics were calculated considering different frequencies (∆t = 0.1 s, 0.01 s and
0.005 s), and different graphs were plotted to allow the achievement of the frequency for
the characteristics analysis. Histograms of all variables were calculated, and pressure and
velocity distributions were also plotted against normal, gamma, and gumbel laws.
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(a) (b) (c)

(d) (e) (f)

Figure 2. Geometry of the installation at the LCH at the EPFL considering different water depth pool:
(a) 0.2 m; (b) 0.3 m; (c) 0.4 m; (d) 0.5 m; (e) 0.6 m; (f) 0.67 m—outlet with different baffle heights,
according experiments.

Figure 3. Experimental installation of LCH at the EPFL domain considering one and two axes
of symmetry.

4. Results and Discussion
4.1. Grid Sensitivity

A mesh analysis was done for the 0.2 water pool case, following the Richardson
extrapolation method reported by [31]. Computational meshes were different for different
water depths (see Table 2).

Table 2. Mesh sizes.

Pool Water Depth (m) Number of Cells (x × y × z)

0.2 471,419 (25 × 25 × (10 + 25));
2,206,405 (50 × 50 × (20 + 50));
4,949,074 (100 × 100 × (40 + 100))

0.3 4,263,456
0.4 4,421,496
0.5 4,579,536
0.6 4,737,576
0.67 4,848,204

Note: (z = z under free surface + z above free-surface).
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4.2. Solver Sensitivity

Figures 4 and 5 illustrate jet discharge from the nozzle, entering the 0.2 m water
depth pool, impacting the pool bottom, and spreading in the pool, simulated by the
different solvers and different meshes: interFoam, airInterFoam, and multiphaseEulerFoam.
The results are not identical. For example, at t = 0.1 s, multiphaseEulerFoam shows a
jet penetration into the pool different from the others, particular different from coarser
meshes, which shows a round spread; at t = 1 s, free surface is different for the various
simulations—multiphaseEulerFoam seems more real and coarser meshes with interFoam
shows more unreal results; at t = 10 s, multiphaseEulerFoam would take long time and
would request a lot of memory to save the results, but we believe the results would be
better. The following work will focus on the solvers interFoam and airInterFoam, which
have advantages concerning practical cases and wider use. In spite of the differences,
the influenced area and time of perturbation caused by the jet into the pool was similar.
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Figure 4. Jet from nozzle, entering the pool of 0.2 m water depth, impacting the pool bottom, and
spreading in the pool (∆t = 0.1 s, 1 s, and 10 s ) considering solvers: interFoam (if with chosen finest
mesh, intermediate mesh (im), and coarse mesh (cm).

Figure 4. Jet from nozzle, entering the pool of 0.2 m water depth, impacting the pool bottom, and
spreading in the pool (∆t = 0.1 s, 1 s, and 10 s) considering solvers: interFoam (if with chosen finest
mesh, intermediate mesh (im), and coarse mesh (cm).
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sol. 0.1 s 1 s 10 s

aif

mef missing

Figure 5. Jet from nozzle, entering the pool of 0.2 m water depth, impacting the pool bottom
and spreading in the pool (∆t = 0.1 s, 1 s and 10 s ) considering solvers: airInterFoam (aif) and
multiphaseEulerFoam (mef).

4.3. Unsteady Character

Figure 6 illustrates variation along the time of flow variables using interFoam in
OpenFOAM® v.22.12, which shows that variables are steady, apart from unsteady char-
acteristic inherent to RANS models, after 5 s. This is in accordance with other results
reported in Moreira et al. [20]. This period is much smaller than the 1 to 3 minutes typically
evaluated in physical models.

Figure 5. Jet from nozzle, entering the pool of 0.2 m water depth, impacting the pool bottom
and spreading in the pool (∆t = 0.1 s, 1 s and 10 s) considering solvers: airInterFoam (aif) and
multiphaseEulerFoam (mef).

4.3. Unsteady Character

Figure 6 illustrates variation along the time of flow variables using interFoam in
OpenFOAM® v.22.12, which shows that variables are steady, apart from unsteady charac-
teristic inherent to RANS models, after 5 s. This is in accordance with other results reported
in Moreira et al. [20]. This period is much smaller than the 1 to 3 min typically evaluated in
physical models.

Figure 6. Variation of variables along time at a point in a 0.2 m pool water depth (x = 0.025 m, y = 0;
z = 0; ∆t = 0.1 s)—interFoam.
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4.4. Statistical Characteristics

Figure 7 shows main statistics, boxplots of the variables considering ∆t = 0.1 s for
simulations with interFoam and airInterFoam. Extreme values obtained by interFoam
or airInterFoam are different but on the same order of magnitude, except the pressure,
for which interFoam reaches higher values. Some peak values are associated with the
presence of air. Figure 8 shows the pressure profile at the bottom, being prgh dynamic
pressure at the pool bottom, p0.2, the hydrostatic pressure at a 0.2 water depth bottom, and d
the distance from the pool center. Indeed, using the VOF method (interFoam), the maximum
pressure at the pool center is higher, the finer the mesh. Simulations using airInterFoam
and multiphaseEulerFoam, in OpenFOAM® v.5 and v.22.12, respectively which account for
the air-water interaction led to lower pressure values and similar results, corresponding
to the smaller pressure value at the core center. It must be noted that the profile with
simulations with multiphaseEulerFoam was not plotted as an average but only over the 1 s
time, as it was only run up to that time. The mesh chosen for multiphaseEulerFoam and
for airInterFoam was the intermediate.
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Figure 9 illustrates the non-dimensional mean dynamic pressure coefficient Cp and
mean velocity coefficient Cv as a function of the geometrical ratio of plunge pool depth Y
to jet diameter D. Non-dimensional fluctuating pressure coefficient Cpl and fluctuating
velocity coefficient Cvl were also calculated. As expected, mean values agree with the
measurements from the physical model ([12]). The timing of the simulation, associated with
the frequency and turbulence model, leads to much smaller fluctuating values than those
obtained by physical model measurements, which is also expected as these simulations
were done with RANS models. However, values show similar variation, as turbulent
kinetic energy (k) values attained 16 m2/s2 (see Figure 9 which is in accordance with the
fluctuating velocity of 4 m/s reported in Manso et al. ([12]).

Figure 7. Statistics of Variables interFoam and airinterFoam (x = 0.025 m, y = 0; z = 0; ∆t = 0.1 s).

Figure 9 illustrates the non-dimensional mean dynamic pressure coefficient Cp and
mean velocity coefficient Cv as a function of the geometrical ratio of plunge pool depth Y
to jet diameter D. Non-dimensional fluctuating pressure coefficient Cpl and fluctuating
velocity coefficient Cvl were also calculated. As expected, mean values agree with the
measurements from the physical model [12]. The timing of the simulation, associated with
the frequency and turbulence model, leads to much smaller fluctuating values than those
obtained by physical model measurements, which is also expected as these simulations
were done with RANS models. However, values show similar variation, as turbulent
kinetic energy (k) values attained 16 m2/s2 (see Figure 9 which is in accordance with the
fluctuating velocity of 4 m/s reported in Manso et al. [12].



Water 2024, 16, 1386 9 of 14

0

5

10

15

20

25

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

p r
gh
/ p

0.
2

d/D

if2_471419

if2_2206405

if2_4949074

aif2_2206405

mef2_2206405

Figure 8. Pressure at the pool bottom along x axis (y = 0, z = 0).

0

1

2

0 1 2 3

C

d/D

if3

0

1

0 1 2 3

C

d/D

if5

0

2

0 1 2 3

C

d/D

if4

0

1

0 1 2 3

C

d/D

if6

0

2

0 1 2 3

C

d/D

if2

0

1

0 1 2 3

C

d/D

if67

0

0.2

0.4

0.6

0.8

1

1.2

0.00 2.00 4.00 6.00 8.00 10.00

Co
ef
fic
ie
nt
s (
‐)

Y/D

Cvl

Cv

Cpl

Cp

Figure 9. Non-dimensional mean dynamic pressure coefficient Cp, mean velocity coefficient Cv, and
fluctuating pressure and velocity coefficients (Cpl and Cvl) as a function of the geometrical ratio of
plunge pool depth to jet diameter Y/D (right) and along x axis (y = 0, z = 0)

Graphs for shallow pools (Y = 0.2 m, Y/D=2.8), in which jet impacts the pool bottom
at the center, differ from the graphs for intermediate water depth (0.3 m ≤ Y ≤ 0.5 m,
4 ≤ Y/D ≤ 8) and those from the deep pool (0.6 m ≤ Y ≤ 0.67 m, 8 ≤ Y/D ≤ 9.3), where
the jet develops before impacting the pool bottom.

Figures 10 and 11 illustrate the statistical characteristics, considering interFoam and
airInterFoam. Apart from discrepancies, where small pressure values were captured (see
Graphs in Figures 10a and 11f), normal or Gauss distribution is appropriate. This is also
in accordance with Manso et al. [12], where pressure distributions were plotted against
normal and Gumbel distributions and found to be the most adequate to represent those
values. Small deviations were found at extreme values.

Pressure average, minimum, maximum, and standard deviation become less pro-
nounced at higher water depths. The pressure for the most shallow pool presents skew-
ness. Intermediate pools present less skewness than the shallowest. The deepest pool,
(Y = 0.67 m), presents negative skewness values. These results, apart from this last value,
are in accordance with Manso et al. [12].

Concerning velocity, in the first group (shallow pools, Y = 0.2 m, Y/D = 2.8), average
minimum and maximum velocity presents a maximum at the center, followed by a local
minimum and a second maximum. In the second group (intermediate water depth, 0.3 m
≤ Y ≤ 0.5 m, 4 ≤ Y/D ≤ 8), the velocity maximum is not located at the center but at a
small distance. The velocity standard deviation presents a minimum at the center for all
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water depths. The maximum is near the center for the shallowest pool and increases with
distance for deeper water depths. Almost all water depths present increasing skewness
velocity and decreasing kurtosis with the distance from the center.

(a)  (b)  

(c)  (d)  

(e)   (f)  

 Figure 10. Variables characteristics along the bottom in a 0.2 m pool water depth (evaluated at the
following points (a–f) x = 0.025; 0.05; 0.075; 0.095; 0.15 and 0.2 m; y ≃ 0; z ≃ 0; from simulations with
interFoam, ∆t = 0.1 s).
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AIF 

(a)  (b)  

(c)  (d)  

(e)  (f)  

IF Figure 11. Variables characteristics along the bottom in a 0.2 m pool water depth (evaluated at the
following points: (a–f) x = 0.025; 0.05; 0.075; 0.095; 0.15 and 0.2 m; y ≃ 0; z ≃ 0; from simulations with
airInterFoam, ∆t = 0.1 s).

5. Conclusions

A plunging jet into a pool with a different water depth was analyzed by means of
numerical simulation using OpenFOAM® and three different conceptual models, defining
air-water in different ways: (1) interFoam (Volume-Of-Fluid Method), (2) airInterFoam
(Derived from interFoam), and (3) Euler-EulerFoam (Multiphase Flow). The description
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of the flow was analyzed along the jet trajectory from the nozzle outlet, at the impact on
the free surface, and at the bottom and found to be best done with multiphaseEulerFoam,
considering water and air. However, the model is unpractical for usual applications,
requiring a significant amount of calculation as well as larger data storage. AirInterFoam
can be used instead with a less fine mesh to better describe the flow.

The models including air description (multiphaseEulerFoam and airInterFoam) leads
to fewer higher values at the bottom center. The use of interFoam requires the finest mesh
for practical use.

The analysis of unsteadiness allows the identification of a steady period to be analyzed.
Although a turbulent model was employed, some variation can be identified in the runs
using different ∆t. When using RANS, turbulent kinetic energy can predict the magnitude
of unsteadiness with accuracy. With the ∆t = 0.1 s rather than ∆t = 0.005 s, extreme values
are lost but mean characteristics are preserved, with the advantage of not having to save a
large amount of data storage.

Although the present analysis was done for just 5 s (a stable period between 5 and
10 s), a period much shorter than those reported in physical models [12], variables were
analyzed statistically, and average, maximum, minimum, standard deviation, skewness,
and kurtosis were calculated for velocity, pressure, viscosity, kinetic energy, and rate of
dissipation. The values are in accordance with those reported in Manso et al. [12], namely
pressure values. Also, Gauss law was found more appropriate to describe distribution.
In addition, similar analyses were done for velocities, viscosity, kinetic energy, and a specific
turbulent dissipation rate. Future work will include simulations of the jet into the plunge
pool by ELSA and the influence of such simulations on the bottom pressures.
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Nomenclature

c
general quantity for defining transport equations (k, ω for turbulent variables in
RANS models, SST k − ω turbulence model)

Cp Non-dimensional mean dynamic pressure coefficient
Cpl Fluctuating pressure coefficients
Cv Mean velocity coefficient
Cvl Fluctuating pressure coefficients
d Distance from the pool center
D Nozzle diameter
Dc Cross-diffusion term of quantity c (Dk = 0)
F Volume of Fluid Function
Fr Froude number (=V0/(gD)0.5)
g Acceleration due to gravity
k Turbulent kinetic energy
L Jet length from nozzle to water surface, jet travel distance in the air
Lb Distance from nozzle to pool’ bottom
p∗ Pressure resulting by removing the hydrostatic component to total pressure
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p0.2 Hydrostatic pressure at a 0.2 water depth bottom
prgh Dynamic pressure at the pool bottom
Q Discharge Flow
Re Reynolds number (=V0D/ν)
Sg Source term for gaseous air at the free-surface
t Time
uc Compression velocity
ug Velocity of the gaseous air fluid
Uk Velocity of the fluid k
U Velocity
V0 Average velocity at the nozzle exit, jet initial velocity
x Main horizontal coordinate
y Other horizontal coordinate
Y Water pool depth
Yc Dissipation term of quantity c
z Vertical coordinate
α Volume of liquid fluid in a control volume (water)
αg Volume of gaseous air fluid in a control volume
αk Volume of fluid k in a control volume
∆t Time step
Γc Effective diffusivity of c (k or ω)
Γαg Diffusivity tensor of αg
ψc Production/generation term of quantity c
ν Kinematic viscosity
νg Kinematic viscosity of the gaseous air fluid
νk Kinematic viscosity of the fluid k
νw Kinematic viscosity of the water
ω Specific dissipation rate
ρ Density (for the mixing fluid)
ρg Density of the gaseous air fluid
ρk Density of the fluid k
ρw Density of the water
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