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Abstract: China’s northern Hulun Lake is a significant body of water internationally. The issue of
eutrophication has gained prominence in recent years. The achievement of precise chlorophyll-a
(Chl-a) monitoring is crucial for safeguarding Hulun Lake’s ecosystem. The machine learning-based
remote sensing inversion method has been shown to be effective in capturing the intricate relation-
ship between independent and dependent variables; however, it lacks a priori knowledge and is
limited by the quality of remote sensing data sources. The relationship between independent and
dependent variables can be more accurately simulated with the use of suitable auxiliary variables.
Therefore, three machine learning models—random forest (RF), adaptive boosting (AdaBoost), and
extreme gradient boosting (XGBoost)—were established in this study using meteorological obser-
vation parameters as auxiliary variables combined with Sentinel-2 satellite image remote sensing
band combinations as independent variables and measured Chl-a data as dependent variables. The
estimation effects before and after the fusion of meteorological ground observation data were com-
pared, and the best model was used to estimate the spatial–temporal variation trend of Chl-a in
the regional water body. The results show that (1) the addition of meteorological parameters as
auxiliary variables improved the precision of the three machine models; the decision coefficient (R2)
rose by 7.25%, 5.71%, and 7.20%, respectively, to 0.76, 0.66, and 0.73. (2) The concentration of Chl-a
in the lake region was projected from June to October 2019 to October 2021 using the RF optimal
estimating model of meteorological fusion. The northeast, southwest, and south of the lake were
where the comparatively high concentration values of Chl-a were located, whereas the lake’s center
had a generally low concentration of the substance. Chromatically, Chl-a typically peaked in August
after initially increasing and then declining. (3) The three rivers that feed into the river have varying
levels of water pollution, with chemical oxygen demand (COD) and total nitrogen (TN) pollution
being the most severe. This is what primarily caused the higher levels of Chl-a in the northeast,
southwest, and south. This study is crucial for the preservation and restoration of Hulun Lake’s
natural ecosystem and offers some technical support for the monitoring of the lake’s concentration
of Chl-a.

Keywords: chlorophyll-a; machine learning; remote sensing inversion; meteorological fusion

1. Introduction

Lake eutrophication is a major challenge in the modern water environment problem,
which is referred to as excessively high nutrient salt content in lakes (such as nitrogen

Remote Sens. 2024, 16, 1811. https://doi.org/10.3390/rs16101811 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs16101811
https://doi.org/10.3390/rs16101811
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-6907-8645
https://doi.org/10.3390/rs16101811
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs16101811?type=check_update&version=1


Remote Sens. 2024, 16, 1811 2 of 17

and phosphorus) that causes excessive growth of algae and aquatic plants, deteriorating
the lake’s ecological environment and leading to the loss of ecological service function [1].
According to the bulletin of the Ministry of Ecological Environment of China for 2022, out
of the 204 key lakes and reservoirs, 61 (29.9%) are eutrophic. Increased runoff, precipitation,
and other nutrient input into the lakes as a result of intensifying human activity and the
expansion of the watershed industry have made lake eutrophication worse in recent years.
Hulun Lake, a national nature reserve, is known as the mother lake of the Hulun Buir
grassland, which is essential to the social and economic growth of the area as well as
the security of the ecological environment. However, Hulun Lake has been experiencing
severe eutrophication in recent years as a result of the escalation of upstream non-point
source pollution and the impact of nearby industrial activities [2]. The water quality
monitoring data shows that the nutrient contents of nitrogen and phosphorus in Hulun
Lake continuously increase, and the water eutrophication index remain high [3], which
has a negative impact on the lake fishery resources and water landscape. As the primary
pigment for photosynthesis in algae, chlorophyll-a (Chl-a) is one of the most important
indicators to evaluate the level of eutrophication in lakes among many other monitoring
indicators. A change in Chl-a concentration directly corresponds to the biomass of algae in
the water body. Therefore, it is essential to monitor changes in Chl-a concentration in order
to formulate scientific strategies for lake management and treatment, as well as to timely
reflect the trend of lake eutrophication.

Remote sensing monitoring offers advantages over typical artificial sampling for mon-
itoring Chl-a concentration due to its low cost, high efficiency, and continuous space–time
scale. Researchers have successfully inverted Chl-a in several regions using different remote
sensing satellites and sensors, including Landsat [4–6], Modis [7,8], Sentinel-2 [9–11], and
others. The Sentinel-2 satellite is crucial in water quality inversion studies because of its
high resolution and frequent revisit cycle compared to other satellite platforms. The satellite
collects data in 13 spectral bands, ranging from visible to near-infrared, enabling precise
monitoring of changes in Chl-a concentrations in water [12]. In the inversion method of
Chl-a, the traditional empirical model based on spectral characteristics has been widely
used. The empirical model [13,14] estimating Chl-a concentration by correlating remote
sensing reflectance with Chl-a concentration is straightforward but does not include an
optical mechanism. Its precision is constrained by particular conditions and the type of
water. The semi-analytical model [15,16] integrates empirical models and radiation transfer
principles, incorporating specific physical concepts. The analysis model [17] effectively
replicates the light propagation in water, establishes the correlation between Chl-a and
optical coefficients, and successfully achieves Chl-a concentration inversion. Yet, it requires
a broad variety of input parameters concerning the optical characteristics of water, leading
to limited practical utility. In recent years, there has been an increasing trend in utilizing
machine learning technology to enhance the accuracy of Chl-a concentration inversion in
various research [10,18–20]. Machine learning techniques, like support vector machines
(SVMs) and random forests (RFs), are effective in handling intricate water body conditions
and diverse data sources. The remote sensing inversion model based on machine learning
solely considers optical features as independent variables, lacking pre-existing knowledge.
The uncertainty is significant, and its accuracy needs to be enhanced. Introducing suitable
auxiliary variables helps enhance the simulation of the connection between independent
and dependent variables [21]. Yang et al. found that using vegetation data and a drought
index as auxiliary data can improve the accuracy of the remote sensing inversion of ground
temperature [22]. Other scholars have also found that surface temperature and a vegeta-
tion index can assist the production of soil products [23]. Meteorological elements, like
temperature, precipitation, wind speed, and sun radiation, have been proven to greatly
impact Chl-a concentrations [24–27]. Increased water temperature accelerates algae growth,
which, in turn, increases the concentration of Chl-a, which is especially noticeable during
seasons with notable temperature fluctuations [24]. The fluctuation in precipitation impacts
the nutrient levels in the water, which, in turn, influence the photosynthetic processes of
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algae. Changes in wind speed impact the mixing and stratification of the water, thereby
influencing the distribution and proliferation of algae [26]. Solar radiation is a source of
energy for photosynthesis, and it also impacts algae growth and Chl-a synthesis [27]. Con-
sidering the ease of accessing meteorological data and the extensive use of high-precision
meteorological data, can meteorological data and remote sensing band combinations be
utilized as input elements to enhance the accuracy of Chl-a inversion?

Based on the above thinking, this study focuses on studying Hulun Lake in Inner
Mongolia, China. It utilizes meteorological data as auxiliary variables, incorporates remote
sensing band combinations from Sentinel-2, and applies various machine learning algo-
rithms to develop a Chl-a estimation model that integrates sky and earth data. The optimal
machine learning algorithm was chosen to obtain the temporal and spatial distribution
of Chl-a in Hulun Lake from June to October, spanning 2019 to 2021, and identify the key
prevention areas for algal bloom outbreaks. This study delves deeper into the water quality
of rivers flowing into the lake, analyzes the causes affecting Chl-a levels in Hulun Lake,
and offers scientific support for controlling algal blooms and safeguarding the environment
in Hulun Lake.

2. Materials and Methods
2.1. Study Area and Data
2.1.1. Study Area

Hulun Lake (Figure 1) is located in the western part of the Hulun Buir grassland in
Inner Mongolia, China, with geographic coordinates ranging from 48.51◦N to 49.34◦N and
117◦E to 117.69◦E. It is the fifth largest freshwater lake in China and is known as the mother
lake of Hulun Buir grassland. It covers an area of approximately 2000 square kilometers
and has an uneven oblique rectangular shape. Hulun Lake is a semi-arid grassland lake
with a temperate continental climate characterized by short, cool summers and long,
cold winters. The average annual temperature ranges from −0.50 to 2.67 ◦C, with yearly
precipitation between 247 and 319 mm. Annual evaporation is approximately 1400 mm,
far exceeding precipitation levels. The prevailing wind direction is northwest year-round,
with an average wind speed of approximately 5 m per second. Hulun Lake is a key
component of the Erguna drainage system, receiving its primary sources of replenishment
from atmospheric precipitation, surface runoff, and groundwater. The Krulun, Wuerxun,
and Xinkai Rivers are the main sources of surface runoff. The lake plays a crucial role in
maintaining regional ecological balance and driving economic development. However, the
water quality of the lake is deteriorating due to strong evaporation, reduced rainfall, and
human activities, leading to frequent algal blooms that pose a significant threat to human
health and economic development.
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2.1.2. Data Collection

(1) water quality data

The time scale for Chl-a data used to establish the machine learning model in this
paper ranges from June to October, spanning 2016 to 2021. Data were collected once
a month at five different points: Ganzhuhua, Xiaohekou, Chuhu, Ruhu, and Huxin. (Some
months lack data.) The first two points are national monitoring stations for Hulun Lake,
while the latter three are field sampling points. The time scale for water quality data from
rivers flowing into the lake is from June to October, spanning 2019 to 2021, with monthly
measurements (though some months lack data). The three water quality sampling sites
include Xiaohekou (Xinkai River), Gibhurangtu (Wuerxun River), and Alatan Ermolle
(Krulun River);

(2) meteorological data

The raw meteorological data used in this paper are derived from the China Meteoro-
logical Data Set V3.0, which contains daily meteorological data from January 1951 onward
at foundational meteorological stations across China. In this paper, we extracted data from
meteorological stations around Hulun Lake (Manzhouli, Hailar, Xin Barag Right Banner,
and Xin Barag Left Banner) for daily average temperature, daily precipitation, daily average
relative humidity, average wind speed, and sunshine hours from June to October, spanning
2016 to 2021;

(3) remote sensing data

The Sentinel-2 series is part of the European Space Agency (ESA) Earth observation
program, the Copernicus Program. It includes two similar satellites, Sentinel-2A and
Sentinel-2B, launched in 2015 and 2017, respectively. When working in tandem, these satel-
lites provide global coverage with a frequency of every five days. Sentinel-2 is equipped
with a Multi-Spectral Imager (MSI) that captures images in 13 spectral bands ranging from
443 nm to 2190 nm. Visible and near-infrared bands (B2, B3, B4, and B8) have 10 m resolu-
tion; red-edge and short-wave infrared bands (B5, B6, B7, B8A, B11, and B12) have 20 m
resolution; and three atmospheric correction bands (B1, B9, and B11) have 60 m resolution.
The study acquired L1C-level image data (radiometrically calibrated) with cloud cover less
than 20% from the Copernicus Open Access Hub, synchronized or quasi-synchronized with
Chl-a sampling times. The images were then subjected to atmospheric correction using
the Sen2Cor plug-in provided by the ESA, and the visible and near-infrared bands were
resampled to 10 m.

2.2. Methods

According to the workflow chart (Figure 2), the article uses the following main methods.
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2.2.1. Remote Sensing Feature Selection

In this paper, Pearson correlation analysis was used to screen for band combinations
with high correlation to chlorophyll-a concentration, and then, the selected combinations
were ranked by RF-based feature importance to further filter the selection of characteristic
remote sensing bands.

(1) Pearson correlation analysis

Pearson correlation analysis is a statistical method used to quantify the strength of
a linear relationship between two continuous variables. The Pearson correlation coefficient
(r) ranges from −1 to 1, where 0 indicates no linear association, −1 indicates perfect
negative correlation, and 1 indicates perfect positive correlation. The following is the
calculating formula:

r =
∑n

i=1
(
Xi − X

)(
Yi − Y

)√
∑n

i=1
(
Xi − X

)2
√

∑n
i=1

(
Yi − Y

)2
(1)

In the formula, X(x1, x2, . . . , xn) and Y(y1, y2, . . . , yn) are two consecutive sequences
of related variables, and r is the correlation coefficient;

(2) RF-based importance ordering

RF is an integrated learning method that builds several decision trees to perform
classification or regression analysis. By examining the decision trees’ node splits, RF may
determine how important a feature is.

2.2.2. Machine Learning Methods

In this paper, three popular machine learning methods—RF, AdaBoost, and
XGBoost—were used to construct the Chl-a inversion model. RF is an integrated algorithm
based on decision trees proposed by Breiman in 2001 [28]. It constructs multiple deci-
sion trees by bagging at random and makes a final prediction by averaging or voting the
results [29]. AdaBoost [30] is an adaptive boosting algorithm, which can iteratively adjust
the weight of training data so that the data that were wrongly predicted in the previous
iteration will receive more attention in the subsequent iterations. XGBoost is an efficient
algorithm based on gradient lifting [31], which corrects the prediction error of the previous
step by adding new weak learners incrementally, and uses a gradient descent algorithm to
minimize the loss function.

2.2.3. Accuracy Evaluation Index

In this study, three common evaluation indexes—the coefficient of determination (R2),
the mean absolute error (MAE), and the root mean square error (RMSE)—were selected to
assess the performance of the machine learning model. R2 quantifies the model’s ability
to account for the variability in response variables, with a higher value indicating better
model performance. The MAE calculates the mean of the absolute differences between
predicted and actual values, while the RMSE calculates the square root of the average of the
squared prediction errors. Lower values for both indicate greater accuracy. The formula is
as follows:

R2 = 1 −
∑n

i=1

(
yi −

ˆ
yi

)2

∑n
i=1 (yi − y)2 (2)

MAE =
1
N∑N

i=1

∣∣∣∣yi −
ˆ
yi

∣∣∣∣ (3)

RMSE =

√
1
N∑N

j=1

(
yi −

ˆ
yi

)2
(4)
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where yi is the actual value,
ˆ
yi is the predicted value, and y is the average value of the

actual values.

3. Results
3.1. Spatial–Temporal Analysis of Measured Chl-a

Based on the available measured sample point data, we plotted the mean Chl-a
concentration at each sample point from June to October, spanning 2016 to 2021, and the
multi-year monthly mean concentrations at five sample points (Figure 3). The results show
that among the five sample points, the concentration values at two sample points located
at the edge of the lake were relatively high, 14.4 µg/L and 11.28 µg/L, for Ganzhuhua
and Xiaohekou, respectively, while the concentration values at the other three sample
points were relatively low, with Chuhu, Ruhu, and Huxin at 10.22, 8.63, and 7.70 µg/L,
respectively. The monthly mean concentration for the five sample sites was highest in
September at 13 µg/L, followed by October at 11.4 µg/L, and lowest in June at 8.71 µg/L.
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3.2. Machine Learning Model Construction
3.2.1. Selection of Characteristic Meteorological Factors

Based on previous research, we selected the precipitation, average temperature, sun-
shine time, average wind speed, and relative humidity of the day at the sampling time as
the characteristic meteorological factors for constructing the machine learning model. In
order to match the pixel size of remote sensing images, Kriging interpolation was used to
interpolate the data of four weather stations around Hulun Lake (Figure 4) to 10 m accu-
racy. Then, the corresponding sampling site meteorological data on the day of sampling
was extracted.
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3.2.2. Selection of Remote Sensing Feature Bands

The spectral characteristics of the water concentrate primarily in the visible and near-
infrared bands. Chl-a is a crucial factor in water bodies and has a notable impact on the
spectral characteristics of water. Distinct absorption peaks of Chl-a were observed near
blue-violet and red light, with noticeable reflection peaks near green light and the red edge.
The reflection peak of the latter shifted toward longer wavelengths as the concentration
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increased. We used the B2-B8A band of Sentinel-2 to construct the model, based on the
spectral properties provided and other studies. Typical band models consist of single band,
band sum, band ratio, band difference, three-band, and normalized ratio models. This
study combined B2-B8A bands in pairs to create the band sum, band difference, band ratio,
and normalized index models. Considering the difference between bands as numerators
and denominators, the band ratio model was constructed with bands as the numerator and
denominator one by one. The three-band concept is derived from the bio-optical principle
and necessitates the identification of certain bands: the red absorption peak band (λ1), the
adjacent fluorescence peak band (λ2), and the absorption peak band mostly influenced by
pure water (λ3). For the configuration of the Sentinel-2 remote sensing bands, B4 and B5
were chosen as λ1 and λ2, while B6, B7, B8, and B8a bands were chosen as λ3 to create
a three-band model. Ultimately, a total of 152 band combinations were created, consisting
of 8 single bands, 28 band sums, 28 band differences, 28 normalized indexes, 52 band ratios,
and 4 three-band models (Table 1). We then examined the Pearson correlation coefficient
between Chl-a concentration and various band combinations (Table 2).

Table 1. Remote sensing band combination prediction data set.

Feature Category Formula Quantity

Single band Bi 8
Triple band [1/(λ1)− 1/(λ2)]× λ3 4
Band sum

(
Bi + Bj

)
28

Band difference Bi − Bj 28
Normalized index

(
Bi − Bj

)
/
(
Bi + Bj

)
28

Band ratio
(
Bi/Bj

)
52

Note: In the table, B represents the reflectance of bands in remote sensing images, and i and j represent band
numbers. For the purpose of this study, the Sentinel-2 B2-B8A waveband was used.

Table 2. Correlation coefficient table for combination of Chl-a and remote sensing wavebands by
Pearson selection.

Band Combination Correlation
Coefficient Band Combination Correlation

Coefficient

B5−B6 −0.549 *** B7/B5 0.398 ***
B4−B6 −0.545 *** B7/B2 0.398 ***
B4−B7 −0.535 *** B8A/B5 0.394 ***

B4−B8A −0.531 *** B7−B8A −0.390 ***
B3−B8A −0.514 *** B6−B8A −0.383 ***
B3−B6 −0.512 *** B3−B7/B3 + B7 −0.380 ***
B5−B7 −0.494 *** B6−B8 0.372 **
B3−B7 −0.493 *** B6/B2 0.371 **

B5−B8A −0.483 *** B3−B6/B3 + B6 −0.370 **
B4−B8 −0.460 *** B6/B5 0.369 **

B8A/B3 0.459 *** B3−B5 −0.369 **
B7/B3 0.455 *** B5/B3 0.365 **

B8−B8A −0.440 *** B2−B8A −0.364 **
B6/B3 0.434 *** B8/B3 0.357 **
B3−B8 −0.432 *** B3−B8A/B3 + B8A −0.356 **

B8A/B4 0.426 *** B3−B5/B3 + B5 −0.350 **
B8A/B2 0.423 *** B4−B7/B4 + B7 −0.350 **
B7/B4 0.422 *** B2−B7/B2 + B7 −0.348 **
B7−B8 0.407 *** B2−B8A/B2 + B8A −0.341 **
B6/B4 0.399 *** B8A/B8 0.340 **

Note: ** p < 0.01, *** p < 0.001.
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The Pearson coefficient indicated a weak linear link between the single band and
Chl-a concentration, with correlation coefficients less than or equal to 0.2. None of the
correlations were significant, with the strongest correlation between B8A and Chl-a at 0.2.
Furthermore, the linear association between bands and Chl-a was low. Table 2 lists the first
40 bands with a strong correlation. It is found that the correlation between band difference,
band ratio, the normalized difference index, and Chl-a is high, showing a very significant
or extremely significant correlation. B5-B6 has the highest correlation, and the absolute
value of the correlation coefficient is 0.549.

In this study, we ranked the importance of random forest (RF) to further screen remote
sensing bands with a significant p < 0.05, as the Pearson correlation coefficient only accounts
for linear correlation, and the relationship between the remote sensing band and Chl-a
concentration may be nonlinear. According to the importance ranking of RF, the remote
sensing bands after the first six have lower importance and tend to converge. In order to
prevent data redundancy, the top six band combinations selected for machine learning
based on their importance were B3-B8, B3-B5/B3 + B5, B3-B6, B5/B3, B8/B3, and B3-B7.

3.2.3. Comparison of Different Machine Learning Models

Three machine learning models (random forest, AdaBoost, and XGBoost) were built
using the Sklearn machine learning database. The models used selected meteorological
feature factors and remote sensing feature bands as input variables and the measured Chl-a
concentration as the response variable. In total, 70% of the data was chosen randomly for
the training set, while 30% was allocated to the verification set.

The remote sensing band was initially utilized as the input variable. The study
trained three models with the number of n_estimators (decision trees) set at intervals of
50 starting from 50 while keeping the other parameter at default settings. The test set’s
performance was analyzed across various numbers of decision trees to determine the most
optimal number. Next, the meteorological factors were included in the input variables. The
prediction performance of the three machine learning models was then compared using
only remote sensing characteristic wave bands as input variables and both remote sensing
characteristic wave bands and meteorological factors as input variables under the original
parameter settings (Figure 5).

According to the comparison diagram (Figure 5), the RF model showed the highest
performance among the three machine learning models when no meteorological data were
included, with an R2 of 0.708, MAE of 2.999 µg/L, and RMSE of 4.703 µg/L. In contrast,
the AdaBoost model had the lowest performance, with an R2 of 0.621, MAE of 3.759 µg/L,
and RMSE of 5.099 µg/L on the test set. The meteorological data integration enhanced the
precision of the test sets for the three machine learning models. The R2 of the three machine
learning models increased by 0.051, 0.035, and 0.049, respectively. The enhanced precision
levels were 7.25%, 5.71%, and 7.20%. Following the enhancement, RF’s R2 was 0.759, the
highest among the models, while AdaBoost had the lowest precision with an R2 of 0.657. In
addition, the precision of the MAE and RMSE were improved to different degrees, which
means that the performance effect of the machine learning model was enhanced to a certain
extent after the meteorological data auxiliary variables were added.
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auxiliary data on the right side).

3.3. Estimation of Chl-a Concentration in Hulun Lake
3.3.1. Spatial Variation

Based on the above research, the completely trained model of meteorological fusion
was then used over the entire lake surface. The monthly estimation map of chlorophyll-a
in Hulun Lake for one pair is shown in Figure 6. Spatially, in most images, the Chl-a
concentration in the middle part of Hulun Lake was generally low, whereas relatively high
Chl-a values were most frequently recorded near the northeast side of the lake, followed
by the south and southwest. Among them, the concentrations in the relatively high Chl-a
regions in July, August, and September of 2019, August and September of 2020, and July
and August 2021 were all above 15 µg/L and reached 20 µg/L in August of 2020, which



Remote Sens. 2024, 16, 1811 11 of 17

might mean a high risk of algal bloom explosion. In terms of spatial distribution changes
during the year, the spatial distribution of Chl-a concentration saw significant alterations
in 2019 and 2020. The region with high Chl-a values was unstable, and the change was
minimal in 2021. The high-value sector was primarily located on the southwest bank and
northeast side of the lake.
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Figure 6. Estimation map of Chl-a concentration in Hulun Lake.

The river flowing into the lake serves as a vital conduit for energy transfer between
the lake and its surroundings, and the nutrients brought by the river play a significant role
in stimulating algal growth. We noticed that the southwest and northeast parts of the lake
are located near the three rivers that flow into the lake: the Xinkai River, Urxun River, and
Krulun River. Figure 7 displays the variations in six key water quality parameters (pH, DO,
COD, NH3-N, TN, and TP) of the three rivers that flow into the lake from June to October,
spanning 2019 to 2021. The results indicate that the chemical oxygen demand (COD) levels
of the three rivers flowing into the lake are high, with average values of 30.62, 25.73, and
17.24 mg/L, respectively. Compared to the surface water quality level (Table 3), the Xinkai
River has a COD concentration level classified as Class V, indicating the highest degree of
pollution. The Urxun River is classified as Class IV, whereas the Krulun River is classified
as Class III. The overall nitrogen concentration in the three rivers was around 1.5 mg/L,
meeting Class V standards. The average TP concentrations were 0.09, 0.06, and 0.12 mg/L,
respectively, with TP levels in the Krulun River surpassing Class III standards. The NH3-N
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concentrations in all three rivers exceeded 0.5 mg, reaching Class III limits. Higher nutrient
levels were an important factor in the frequent occurrence of high-value regions of Chl-a
concentration near the three inlets.
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Table 3. Limit values of surface water environmental quality standards (unit: mg/L).

Items Class I Class II Class III Class IV Class V

pH (dimensionless) 6–9
DO (≥) 7.5 6.0 5.0 3.0 2.0

COD (≤) 15.0 15.0 20.0 30.0 40.0
NH3-N (≤) 0.15 0.5 1.0 1.5 2.0

TP (≤) 0.0 0.1 0.2 0.3 0.4
TN (≤) 0.2 0.5 1.0 1.5 2.0
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3.3.2. Temporal Variation

According to Figure 8, in 2019, the Chl-a concentration in Hulun Lake followed
an upward trend initially, reaching its highest in September at 12.11 µg/L, and subsequently
fell. The lowest concentration was recorded in June at 9.39 µg/L, as shown in Figure 8. In
2020, the Chl-a concentration showed a slight change, reaching its highest average value of
11.62 µg/L in September and lowest of 9.35 µg/L in July. In 2021, Chl-a levels followed
a similar pattern as in 2019. The average value reached its peak in August at 13.00 µg/L,
and the lowest in June was 10.65 µg/L. The Chl-a concentration in Hulun Lake during
non-ice periods typically followed an increasing trend, peaking in August. Algal blooms in
the lake usually occur in July and August, aligning with peak Chl-a concentration.
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lines represent the 10th and 90th percentiles, respectively.)

4. Discussion

The machine learning model in this work was built using Chl-a as the response factor
and a combination of meteorological factors and remote sensing bands as input variables.
The outcomes demonstrate that the machine learning model’s precision increased, with
the RF model’s precision being the highest at 0.76 and the improvement amplitude at
7.25% (Figure 5). This shows that using meteorological factors as auxiliary variables
can improve the accuracy of Chl-a inversion. Beyond water quality, other researchers
have conducted similar research in areas like precipitation and soil moisture [32–34]. Ji
et al. predicted precipitation by combining a vegetation index, topographic factors, and
other auxiliary variables [32]. When Wang et al. studied albedo, they found that the
model’s accuracy improved after adding snow as an auxiliary variable [33]. In studies
predicting wheat biomass, some scholars combined several vegetation indices, improving
the accuracy of the RF model [34]. These results suggest that using auxiliary variables
closely related to the target variables is an important method for improving model accuracy.
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The selection of feature bands plays a key role in building a model [35]. In this study, the
characteristic bands of Chl-a were progressively chosen using RF importance ranking
and Pearson correlation analysis. Certain bands (like B5, B6, and B7) showed up in
multiple combinations with strong correlation, suggesting that the red band of Sentinel-2
showed a lot of potential for monitoring Chl-a concentration [36]. Numerous studies have
demonstrated how well machine learning models are able to grasp nonlinear interactions.
This work effectively predicted the concentration of chlorophyll-a using a machine learning
approach, thus validating the usefulness of artificial intelligence in monitoring water quality.
The RF model outperforms the other two machine learning methods before and after, while
Wu [19] et al. and Xie et al. [37] also concluded that the RF model had the best phenotype
when conducting remote sensing inversion using multiple machine learning methods.
Simultaneously, we observed that while the overall accuracy increased, the prediction effect
was not very good for large concentrations of Chl-a before and after. On the one hand,
this was mainly because the small amount of data with high concentrations of Chl-a in the
limited dataset, which makes the machine learning model insensitive to the case of high
Chl-a concentration, and the prediction effect is poor [38–40]. In future studies, the use of
longer sequences of Chl-a observations to build models will improve this situation. On
the other hand, it is due to the fact that integrated learning methods such as RF lead to
a weakening for extreme values by averaging the predicted values [23,41].

The spatial–temporal distribution of Chl-a in Hulun Lake from 2019 to 2021 was
obtained based on the RF model (Figure 6), and the generated Chl-a somewhat displayed
a consistent pattern. The results show that the lake’s center had a generally lower Chl-
a level than its surroundings, and in line with the conclusions of Qian et al. [42] and
Cao et al. [43] on phytoplankton and algal blooms in Hulun Lake, the regions with relatively
high Chl-a concentration were mainly distributed in the northeast, south, and southwest of
the lake, which indicates that the distribution of algal blooms in Hulun Lake has a high
consistency with Chl-a concentration. In addition to meteorological conditions, nutrients
are necessary for the growth of algae. The northeastern side of the lake is located near
the Xinkai River and the Wuerxun River, and the southwestern side is located near the
Krulun River. The nutrients N and P in the soil of the river carriers and the partial injection
of human domestic water and livestock emissions caused the accumulation of nutrients.
The results show that nutrient components, such as COD, TN, TP, and NH3-N, in the
three rivers entering the lake, were polluted to different degrees (Figure 7), which were
important factors for the distribution of the Chl-a concentration in Hulun Lake. There are
also small estuarine scenic spots on the northeastern side. Human activities, including
fossil fuel combustion and automobile exhaust emissions, have exacerbated the increase
in nutrient concentration [44]. Furthermore, Hulun Lake has a significant fish farming
base, and the additional pollution brought on by fish farming exacerbates the decline in
water quality. The northwest wind of Hulun Lake [45] is the predominant wind direction,
and the landscape on the southwest side of the lake is blocked, which may have caused
phytoplankton to accumulate, with higher concentrations of Chl-a. Certain laws were
also demonstrated by the variations in Chl-a in the time series. The results show that
Chl-a in Hulun Lake during the non-ice summer often increased initially before declining
and peaking in August (Figure 8). Other scholars have also found similar phenomena in
Taihu Lake [46,47], Chaohu Lake [48], and other regions in China, mostly as a result of
the strong relationship between temperature and sunshine hours and the growth of algae
and phytoplankton. Algal photosynthesis quickened and increased in number in July and
August as temperatures rose and the amount of sunshine increased.

There are still shortcomings and a need for development in this study as follows:
(1) The distribution of Chl-a throughout the entire Hulun Lake could not be accurately
represented by the data gathered from the five sampling locations employed in this in-
vestigation. In addition, the monthly data frequency from June to October in 2016–2021
makes the modeling data small. (2) With the meteorological factors as auxiliary variables,
in order to match the accuracy of the Sentinel-2 image, the Kriging interpolation method
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was only used to interpolate the whole lake, and there was uncertainty. Furthermore,
the meteorological elements disregarded the impact of accumulated variables in favor of
merely taking into account the current index. In the future, auxiliary variable data sets with
higher precision could be collected to improve the precision of the model. Achieving perfect
synchronization between the measured data and remote sensing bands is challenging due
to the time-resolution limitations of remote sensing data sources. We will further improve
the quality of remote sensing data in the future. (3) In analyzing the spatial–temporal
variation of Chl-a in Hulun Lake, only the impacts of the water quality of three rivers
flowing into the lake were considered, and no further analysis of the impacts of Chl-a was
available. The driving factors of Chl-a variation in different regions and at different times
need to be further analyzed in the future to better support the water quality and quantity
management of Hulun Lake.

5. Conclusions

(1) In this study, meteorological factors were used as auxiliary variables combined with
the Sentinel-2 remote sensing reflection band combination as the input variables,
and three machine learning algorithms were used to establish the Hulun Lake Chl-a
simulation model. The outcomes demonstrate that the model’s precision increased
with the addition of auxiliary variables. The RF, AdaBoost, and XGBoost models’
R2 saw increases in the precision of 7.25%, 5.71%, and 7.20% to 0.76, 0.73, and 0.66,
respectively. Furthermore, there was some improvement in the precision of both the
MAE and RMSE;

(2) In this study, we produced a relatively high-resolution Chl-a distribution map for
2019–2021 based on the most precise RF model and found that the spatial distribution
map reflected a similar situation in most selected scenarios, with concentrations in the
center of the lake generally lower than those at the edge of the lake. Additionally, high
values tend to be concentrated in the northeast, southwest, and south of the lake. Time
series analysis shows that the overall concentration of Chl-a throughout the non-ice
period tended to increase initially, then decrease, and peak around August. Therefore,
it is necessary to increase the monitoring frequency of algal blooms in Hulun Lake
during this period;

(3) After more research and analysis into the water quality of the rivers entering the river,
it was discovered that the Xinkai River’s COD level had reached Class V, and the three
other rivers entering the river had varying degrees of pollution in terms of COD, TN,
TP, and NH3-N. As a result, we need to monitor the water quality of the rivers that
feed into the lake and restrict the amount of contamination that flows downstream.
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