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Abstract: Understanding the dynamics of tree biomass is a significant factor in forest ecosystems,
and accurate quantitative knowledge of its development provides support for the optimization of
forest management. This work aimed to employ innovative practices in tree biomass modeling,
artificial neural network approaches along with the least-squares regression methodology, in order
to construct reliable and accurate estimation and prediction models that contribute to solving the
emerging problems in the field of sustainable forest management. Based on this aim, different
modeling strategies were developed and explored. The nonlinear seemingly unrelated regression
(NSUR) methodology, the generalized regression (GRNN), the resilient propagation (RPNN) and the
Bayesian regularization (BRNN) artificial neural network algorithms were utilized for the construction
of reliable biomass models to attain the most accurate and reliable tree biomass components and
total tree biomass estimations. The work showed that GRNN models provided a significantly
better performance compared with the other modeling methodologies tested. Considering the non-
parametric nature of the GRNN neural network algorithm, the fact that it was designed for nonlinear
regression-type problems capable of dealing with small datasets, this modeling approach warrants
consideration as an effective alternative to nonlinear regression or to other neural network approaches
to the field of tree biomass modeling.

Keywords: aboveground biomass; modeling strategies; artificial neural network; cedar

1. Introduction

Both the role of forests in the global carbon cycle and the emergence of forest biomass
as a source of energy require accurate and reliable estimates of the amount of carbon and
vegetative mass stored in forest ecosystems. An accurate and reliable estimation of biomass
is essential for sustainable management and contributes to, inter alia, the planning of forest
resources, biomass energy, carbon stock and climate change studies, forest health, forest
productivity and nutrient cycling [1,2].

Nowadays, traditional forest inventory studies mostly focus on determining timber
stocks and its increments with time. However, volume functions and the tree volume
tables used for estimating growth are not useful for biomass estimations. Therefore, it is
necessary to develop statistical functions or specific tables that provide biomass quantities
for the whole tree and tree components. Biomass is defined as the total mass (weight) of a
tree, comprising the foliage, stem, branches, bark, and roots. Biomass is divided into two
parts, aboveground and belowground. Aboveground biomass refers to the whole visible
living mass, including the stem (to the root collar), branches, bark, fruit/seeds, and leaves,
while belowground biomass consists of both the structural and fine root systems. Xiao
et al. [3] reported that the amount of belowground biomass in an old-growth Scots pine
forest is 14% of the aboveground biomass; Czapowskyj et al. [4] stated that 80% of the
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total biomass is retained in the aboveground components and 20% in the belowground
components. Since most of the carbon stored in forest ecosystems is sequestered in the
aboveground vegetative mass, an estimation of the aboveground vegetative mass is much
more important for estimating the amount of carbon stored in forest areas and monitoring
the temporal change than knowing the total biomass present.

Aboveground biomass is generally divided into three main components, stem, bark
and crown (branches and leaves) [5,6]. Estimating the biomass of these components is of
importance both for determining the intra-tree variability of biomass and for the fact that
these components can be utilized for different purposes. Stem biomass is relevant for wood
production planning, crown biomass for fuel content and assessments of the fire spread
rate, and biomass in small branches and foliage for bioenergy production [6]. Previous
reports indicated that the amount of biomass in tree components varies from species to
species and from region to region [7]. He et al. [8] reported that approximately 72% of the
aboveground biomass of a tree is in the stem, while the amounts of biomass in branches,
foliage and fruit are 11%, 13% and 4%, respectively. De-Miguel et al. [9] reported that in
brutian pine stands that are 20, 40 and 60 years old in Syria, 79.8%, 80.5% and 80.6% of the
aboveground biomass was in tree stems, while 20.2%, 19.5% and 19.4% was in the crown,
respectively. These variations between species in the proportions of biomass in different
components indicate that it is necessary to develop species-based component models.

In addition, the amount of biomass of a tree and the distribution of this biomass to tree
components can vary greatly according to numerous factors, such as growing environment
conditions, stand density, soil properties and competition between trees within the stand.
Environmental factors and genetic variability lead to variations in tree stem form, thus
limiting the utilization of biomass equations developed for one region in other areas or
leading to large estimation errors. Therefore, biomass equations should also take into
account regional differences [9].

In recent years, everchanging market conditions and the increasing adoption of
biomass or weight as a measure of forest productivity have required accurate estimates of
total tree and component biomass in Türkiye [10]. However, the current information on tree
biomass estimates is not sufficient for the preparation of management plans for complex
forest ecosystems in Türkiye. In this country, aboveground biomass estimation equations
for the whole tree and its components have been developed for some tree species at the
regional level [10–19]. Except for Özçelik et al. [10] and Güner et al. [19], the estimations
generally utilized linear or nonlinear traditional regression equations with one or more
independent variables. However, when separate biomass equations are developed for all
components of a tree (stem, branches, bark, etc.) with traditional equations, the correlation
between the biomass quantities of different components is not taken into account, and as a
result, the sum of the estimates obtained for the components may be more or less than the
biomass estimate obtained for the whole tree. In recent years, systems of equations such as
seemingly unrelated regression (SUR or NSUR) and the generalized method of moments
(GMM) have gained more popularity for parameter estimation in biomass models in order
to overcome this problem and similar drawbacks and to provide more accurate and reliable
estimates [1,5].

Weiskittel et al. [20] stated that there are limitations in the development of tree biomass
models such as the cost of biomass data collection and the employment of different methods
for this purpose, the lack of data and models for belowground biomass, and the utilization
of simple model forms and explanatory variables. It is necessary, therefore, to develop
new models and methods to increase the accuracy of tree biomass estimates. In this
context, due to their ability to overcome fundamental regression analysis assumptions
(independency, normality etc.), the most widely used modeling methodology, data mining
and artificial intelligence methods, may be beneficial. It is well known that tree biomass
is nonlinear in nature. Traditional regression modeling needs much effort to be spent on
the regression assumptions examination along with the selection of the optimal form of a
function. Previous studies [10,19] have shown that artificial neural networks (ANNs), part
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of the scientific area of machine learning, are worth more exploration since these systems
have shown their potential to overcome the aforementioned difficulties. As powerful non-
parametric machine learning techniques included in the artificial intelligence methods, the
structure of ANNs has been thoroughly described and discussed [21–24]. In forest research,
ANNs have shown the potential to successfully learn from noisy and nonlinear data in data
from nature, such as primary data collected from the field. In order for the efficiency of the
different learning algorithms embedded in ANNs to be assessed, different ANN modeling
approaches are tested by the research forest community. For example, Diamantopoulou [25]
used the cascade correlation algorithm in the feedforward ANNs for an estimation of tree
stem diameters, whereas Özçelik et al. [10] applied the Levenberg–Marquardt algorithm
for tree biomass prediction, and Vieira et al. [26] estimated tree growth and height using
the Levenberg–Marquardt algorithm. Ercanlı [27] used deep learning for modeling the
relationship between tree height and diameter at breast height. The increasing research
interest, raised by the need to construct the most reliable and accurate models of tree and
forest attributes based on innovative and advanced modeling methodologies, is safely
driving the optimal forest management decisions. Testing and evaluating the potential
algorithms which incorporate innovative modeling perspectives, along with modeling
capability, is therefore more than a necessity for the best forestry practices to be applied.

Natural cedar (Cedrus libani A. Rich) forests are extremely valuable for Türkiye, both
ecologically and economically. Due to unplanned production, overgrazing and fires in
Syria and Lebanon, where the species is also naturally distributed, it has almost become
extinct, and the distribution area has become restricted to Türkiye [28]. Therefore, natural
cedar forests are a natural treasure and indispensable to the cultural heritage of Türkiye
and the world. Although natural cedar forests have their most important distribution
in the Mediterranean region, their total distribution area in Türkiye is approximately
465,000 ha and the yield from these areas is approximately 27.4 million cubic meters per
annum. Due to the valuable and important properties of cedar wood, it is amongst the
most important tree species for the forest products industry in Türkiye. In addition to their
economic value in Türkiye, cedar forests play a key role in major environmental issues such
as the conservation of soil and water resources, mitigating and adapting to the negative
impact of climate change, and protecting biodiversity [29]. As a natural consequence of
their wide distribution in the Mediterranean region, cedar forests can exhibit significant
differences in growth and development characteristics depending on factors such as climate,
growing environment conditions and origin. Therefore, in order to make accurate and
reliable biomass estimates, it is necessary to develop separate biomass estimation models
for different regions where natural cedar forests occur.

In this context, the aim of the work described here was to test the reliability and
accuracy of possible modeling methodologies which incorporate innovative perspectives
in the field of forest tree biomass modeling procedures. For this purpose, an evaluation of
the performances of modern modeling approaches, utilized in recent years by the forest
scientific community for estimates of the aboveground biomass estimation of trees, was
conducted. The nonlinear seemingly unrelated regression modeling method (NSUR), the
generalized regression (GRNN), the resilient propagation (RPNN) and the Bayesian regu-
larization (BRNN) artificial neural network algorithms were utilized to construct reliable
biomass models. These modeling alternatives were applied and evaluated to enhance the
sustainable management of natural cedar stands in the northwestern Mediterranean region
by providing effective tools for the decision-making processes of forest managers.

2. Materials and Methods
2.1. Field and Laboratory Studies

A total of fifty-five sample trees of different diameter and height classes were selected
randomly in natural cedar stands in the Isparta Regional Forest District to represent
different stand structures (Figure 1). The diameter at breast height (D) was measured
and the trees were cut at the stump height (D0.30). The total height (H) and merchantable
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height (the height on the stem at which the diameter drops to 8 cm) of the cut trees
were measured, and the stem heights corresponding to 1/3 and 2/3 of the merchantable
height were also calculated. In order to be utilized in volume predictions for the chosen
trees, in addition to over-bark diameter at breast height (D), over-bark stem diameters
were measured at 2 m intervals starting from a height of 2.30 m to the top of the tree.
Diameter measurements were conducted with digital calipers with an accuracy of 0.1 cm,
and height (length) measurements of the tree sections were made with a tape measure with
an accuracy of 0.01 m. The bark thickness of the sample trees at all stem heights where
diameter measurements were obtained was also measured with a precision of 1 mm. Using
this method, the double bark thickness was calculated. The volume of the sample trees
with and without bark were estimated by summing the tree section volumes obtained via
Smalian’s formula [30], including the top section volume which was calculated as a cone.
The bark volume values of the sample trees were obtained from the difference between the
outside volume and the inside volume.
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The methods proposed by Alemdag [31,32] were utilized to determine the kiln-dried
weights of the stem wood and bark of the sample trees. Dry weights of the branch and
needle samples were obtained using the methods of Porté et al. [33]. In order to estimate
the biomass of stem wood and bark, a total of 4 discs of 5–7 cm thickness were cut at breast
height of each tree (1.30 m), from the 1/3 and 2/3 heights of the merchantable stem section
and from the point at which the stem diameter dropped to 8 cm. In order to determine
branch and needle biomass, branch length was measured, along with the diameter at the
point where the branch joined the stem. All branches were cut and clustered, and the
average branch diameter and the average branch length were calculated for each sample
tree. A branch sample with average values matching this description was obtained. The
needles of each branch sample were extracted. In this way, branch and needle samples
were obtained.

Furthermore, the four discs and the extracted branch, along with the needle sample
from each tree, were returned to the laboratory in polyethylene bags to determine the
kiln-dried weights of the whole tree and the biomass components (stem, bark, branch and
needles). To obtain the kiln-dried weights of the stem wood, the bark was peeled from
the 4 discs taken from each sample tree. The un-barked discs and the bark, branch and
needle samples were dried in a drying oven at 105 ± 3 ◦C for 72 h, and the dry weights
were determined on a precision balance. Full details of the methods for estimating the
kiln-dried stem wood and bark biomass of sample trees are given in Alemdag [31,32] and
Sakıcı et al. [18]. Details for determining the total twig and needle weight were those of
Porté et al. [33].
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The problems of convergence and high multicollinearity in the simultaneous adjust-
ment of biomass components, branches and leaves, were accounted for by combining the
data in a single component named “crown”, which resulted in an increased accuracy of
estimations [5]. This modification corresponded with the three components (stem, bark,
crown) into which aboveground biomass is usually divided [34].

The total aboveground biomass of the sample trees was calculated by summing the
kiln-dried weights obtained for the tree components.

dwtotal = dwstem + dwbark + dwcrown (1)

Descriptive statistics of kiln-dried whole tree and tree components for sample trees
from natural cedar stands are presented in Table 1.

Table 1. Summary statistics of the sample of 55 trees used in estimation of total and separate
components of biomass.

Variables n Min Max Mean Std. Dev.

Diameter at breast height (D, cm) 55 10.00 58.70 30.09 13.72
Total height (H, m) 55 7.88 27.10 17.22 5.01
Dry aboveground biomass (dwtotal, kg) 55 36.32 1750.76 554.00 492.80
Dry stem biomass without bark (dwstem, kg) 55 10.97 966.89 294.79 270.41
Dry crown biomass (dwcrown, kg) 55 10.46 844.91 210.56 199.70
Dry bark biomass (dwbark, kg) 55 2.40 150.50 48.65 38.29

2.2. Method
2.2.1. Seemingly Unrelated Regression Model (SUR)

Wang and Xing [35] stated that a good biomass equation should strike a balance
between accuracy, simplicity and practical feasibility. In the development of tree biomass
equations, only the diameter at breast height (D) or sometimes tree height (H) can be
included as independent variables. In developing biomass models with these independent
variables, the ordinary least-squares method (OLS) is often employed. However, when
the components of trees are measured, such as the stem, branches or bark, and separate
equations are developed for each component, then these models cannot take into account
the inherent correlation between the biomasses of tree components measured on the same
tree, resulting in a violation of the additivity behavior of the models. Therefore, many of the
biomass equations developed provide inaccurate estimates and the principle of additivity
between the results of the tree component equations and the total tree biomass remain
incomplete. Due to the crucial involvement of the estimated tree biomass quantities in
the estimation of the carbon content sequestered by trees, the need for reliable and, at
the same time, accurate biomass modeling systems is of vital importance. As stated by
Parresol [34], the carbon sequestration in each component cannot exceed the amount of
carbon sequestration of the whole tree.

The utilization of biomass equation systems has been proposed to overcome this prob-
lem and to ensure the aggregability of biomass components [5,34]. Different approaches
(SUR, NSUR, GMM) can be employed for estimations of model parameters. Among these
approaches, NSUR has become most popular, because it has a more general and flexible
structure, allows each component model to have its own independent variable and its
own weight function to deal with the problem of different variance in each component,
and allows a total tree biomass model to be obtained with smaller variance [1,36]. In this
work, therefore, the NSUR approach was selected for developing the biomass equation
system, which can estimate simultaneously both the biomass of the whole tree and different
tree components. For this purpose, a total of thirty-three linear and nonlinear models
obtained from different sources were adapted independently for the estimation of the
biomass of different tree components through the ordinary least-squares method (OLS).
The most successful model for each tree component was chosen for further analysis based
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on three different evaluation criteria: the coefficient of determination (R2), the root means
square error (RMSE), and the mean absolute error (MAB) (results not displayed here). Two
important problems encountered in the development of biomass equations were the prob-
lems of heteroscedasticity and multicollinearity. To overcome heteroscedasticity, weighted
regression was employed, with each observation weighted by the inverse of its variance.
The approach proposed by Park [37] was utilized to determine which independent vari-
able is more correlated with the residual values obtained for the components, so that the
appropriate weight function can be determined for each tree component. The weighting
factor for heteroscedasticity 1/(xi)

k was included in the NSUR fit of the SAS/ETS statistical
package. In the final stage, all component equations were solved simultaneously in order
to enable a system of equations to estimate both total tree and component biomass. The
set of equations was fitted simultaneously by NSURs implemented in the PROC MODEL
procedure of SAS/ETS [38].

The presence or absence of multicollinearity is analyzed by the condition number (CN).
According to Belsley [39], a value of CN between 1000–3000 indicates severe multicollinear-
ity, while for a CN value less than 10, the possibility of the existence of multicollinearity can
safely be ignored. A CN value between the above indicates the presence of this problem,
and it needs to be properly handled.

2.2.2. Artificial Neural Network Modeling

Due to their ability to learn and successfully imitate the behavior of real-life systems
such as the attributes of both trees and forests, artificial neural networks are an effective
modeling solution that can produce valuable results. Their capacity to model nonlinear
systems that are affected by many factors can be boosted by the optimal algorithm used for
each case.

Generalized regression neural networks (GRNNs), which are often known as regres-
sion (Bayesian) networks, were first introduced and described by Speckt [40]. This type of
network is a kernel-based approximation, single-layer feedforward neural network, which
is scaled by a smoothing parameter (σ) that controls the network complexity. Gaussian
kernel functions are located at each training case [41]. Due to their ability to successfully
approximate any nonlinear mapping between continuous variables used as input and
output vectors directly from the training data, they have been utilized in different problems.
A detailed description of the algorithm is available in the literature [40,42,43]. Indicatively,
the Bayesian techniques that the GRNN algorithm uses to estimate the expected mean
value (E[y/x]) of the output (y) of an input case (x) lead to the single-bandwidth (smoothing
factor) GRNN fundamental expression:

E[y/x] = ŷ(x) =

(
∑n

i=1 yi·exp

(
−∑k

r=1 (xr − xir)
T ·(xr − xir)

2·σ2

))/(
∑n

i=1 exp

(
−∑k

r=1 (xr − xir)
T ·(xr − xir)

2·σ2

))
(2)

where, ŷ(x) is the estimated output value based on x (vector variable with k number of
elements), n is the number of training patterns, xi is the training sample, yi is the output
of the input sample xi, ∑k

r=1 (xr − xir)
T ·(xr − xir) = d2

i is the square Euclidean distance
between the training sample and the point of prediction, σ is the width of the Gaussian
kernel function (smoothing factor) and superscript (T) indicates the transposed action.

As can be seen (Equation (2)), the accuracy and the generalization ability of the network
training estimation is totally dependent on the smoothing factor (σ); therefore, its value has
to be carefully specified. If the smoothing factor value is too small, then a high estimation
variance would be produced by the system, while if the value selected is too large, then
the system would be led to a high estimate bias. In this work, the optimum value of the
smoothing factor was determined using the exhaustive grid-search methodology [44] for
values included in the range of [0, 10] by 0.001.

The structure of the GRNN consists of four layers, where the information movement
is feedforward, with direction from the first to the fourth layer. The first layer is the input
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layer where the variables are introduced as input information to the system. This layer is
followed by a pattern layer which includes the same number of nodes as the input data
cases. The information of this layer is used for the square Euclidean distance calculation,
and the Gaussian radial kernel function can be calculated for each node. This results in
the information included in the third layer, which is the summation layer with two nodes
which are the values of the nominator and the denominator of the Equation (2). The final
layer is the output layer where the expected mean value (E[y/x]) of the output (y) of an
input case (x) is derived.

Due to its efficiency in overcoming problems of the traditional backpropagation algo-
rithm, which can be slow at converging, require effort at parameter tuning, and get stuck in
local minima, the resilient back-propagation artificial neural network (RPNN) supervised
learning algorithm is considered as a powerful algorithm with desired properties [45–47].
As has been introduced and described by Riedmiller and Braun [45], the innovation of this
algorithm that boosts its learning strength in aiming to overcome local minima is that it
performs a direct adaptation of weight step based on local gradient information. That is, an
individual update value (∆ij) is calculated for each weight of the system in order for the
partial derivative of the corresponding weight (wij) to change its sign, meaning that the
updated weight value (wt+1

ij ) of the previous weight value (wt
ij) between the i and j nodes

in two consecutive layers can be achieved as

wt+1
ij = wt

ij + ∆wt
ij (3)

where the (∆wt
ij) is calculated following the update rule [45]:

∆(t)
wij =



−∆(t)
ij ,i f

∂E(t)

∂wij
> 0

+∆(t)
ij ,i f

∂E(t)

∂wij
< 0

0,else

(4)

where the individual update value for the interaction (t) can be calculated using the
equation [45]

∆(t)
ij =


η+ × ∆(t−1)

ij , i f ∂E(t−1)

∂wij
× ∂E(t)

∂wij
> 0

η− × ∆(t−1)
ij , i f ∂E(t−1)

∂wij
× ∂E(t)

∂wij
< 0

∆(t−1)
ij , else

(5)

where η is the increasing or decreasing factor of the system with 0 < η− < 1 < η+.
The initial values of η−, η+ following the logical order have been described in previous

research [45,46] and set to 0.5 and 1.2, respectively. According to the choice of the initial
value of ∆0, this was set to its default value equal to 0.07 [48]. Finally, the structure of the
RPNN used consisted of three layers (input–hidden–output).

Bayesian regularization neural networks (BRNNs) have become popular due to their
robustness as compared to the multilayer perceptron back-propagation nets, and they are
able to minimize the need for lengthy cross-validation [49]. In order for the variance of
the network system to be avoided, thus aiming for the best regularization behavior of
the system, Bayesian regularization was embedded, so that the parameters of the loss
function of the net could be optimized. The Bayesian approach, which is reliant on the
probability distribution of the network weights, involves the Bayesian theorem, resulting
to the probability distribution of the network predictions. In the training process, the mean
square network error included the Bayesian regularization term is minimized [50]:

F = b0·EIO(IO|w, net) + b1·Ew(w|net) (6)
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where, b0 and b1 are the system’s hyperparameters, EIO is the mean square of the network
error, IO is the input–output pairs of the training data, net is the network specific architecture
that is the trained BRNN, and Ew is the mean sum of the square weights.

Bayesian regularization takes place within the Levenberg–Marquardt algorithm, mean-
ing that the Jacobian matrix that contains the first derivatives of the network errors with
respect to the weights and biases is computed. Finally, the structure of BRNN consisted of
three layers (input–hidden–output).

The structure of the above artificial neural network structures is shown in Figure 2.
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In order for the generalization ability of the neural network models to be achieved,
so as to assess the stability and consistency of these models across different datasets, the
available dataset was randomly divided into fitting data, which constitutes 70% of the total
dataset, and test data, which consists of the remaining 30% data sets. The first dataset was
used for the choice of the “best” model, while the latter was used for the exploration of the
predictive ability of the constructed model. This way, the reliability of the ANN-constructed
model was revealed. Further, the methodology of the k-fold cross validation [51] was used
for the fitting dataset which was further divided into training and validation datasets ten
consecutive times, with k = 10, in order for all the available information of the fitting dataset
to be included in the training process of the models.

The learning of generalized regression neural network (GRNN) modeling, resilient
propagation artificial neural network (RPNN) modeling and Bayesian regularization neural
network (BRNN) modeling were performed using the MATLAB R2022a [48] program-
ming language.

2.2.3. Statistical Evaluation Criteria

The following evaluation criteria were utilized to assess the model performances,
namely, bias (BIAS%); root mean square error (RMSE); coefficient of variation (CV%);
coefficient of determination (R2); the mean absolute bias (MAB); and the second-order
Akaike’s information criterion (AICc) including the correction for small sample sizes [52,53]:

BIAS % = 100×

(
∑i=n

i=1 (yi − ŷi)/n
)

y
% (7)

RMSE =

√
∑i=n

i=1 (yi − ŷi)
2

n
(8)

CV% = 100× RMSE
y

% (9)

R2 = 1−
[

∑i=n
i=1 (yi − ŷi)

2

∑n
i=1(yi − y)2

]
(10)

MAB =

i=n
∑

i=1
|yi − ŷi|

n
(11)
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AICc = nlog
(
∑i=n

i=1 (yi − ŷi)
2/n

)
+ 2p +

(
2p(p + 1)
n− p− 1

)
(12)

where, yi and ŷi are the observed and predicted values for the ith observation, respectively,
y is the mean of the yi, and n is the number of observations and p is the number of
independent variables plus the intercept used in each model.

3. Results

As a result of the graphical evaluation of the relationships between the dependent
variables (whole tree and tree components biomass) and the independent variables (D and
H) utilized in the study, it was observed that there was a nonlinear relationship between
the variables as expected (Figure 3).
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In general, kiln-dried biomass estimates obtained for both the whole tree and its
components displayed higher variation for tree height than for tree diameter (Figure 3). In
terms of tree components, the variation obtained for crown (needle and branch) biomass
was relatively higher than that obtained for stem wood biomass. Due to the variability of
the crown (foliage and branch) structure, the number of branches, and variation in wood
density along with branches, the crown (foliage and branch) biomass variance was greater,
in relative terms, than that obtained in the estimation of wood biomass. Bark biomass
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also demonstrated greater variability, especially in the thicker diameter classes. All wood
components exhibited greater variability with increasing height.

Under the same reasoning, different modeling systems, i.e., the NSUR, GRNN, RPNN
and BRNN modeling approaches, were employed for biomass estimations of the whole tree
and the different tree components, and the relative results are provided below. Separate
models were first developed for each biomass component (stem, crown, and bark) before a
simultaneous solution was implemented utilizing the different modeling approaches to
ensure the aggregability of the biomass for the tree components.

According to the NSUR approach, each biomass component was first weighted con-
sidering the weighting factors adopted when developing the separate models for the
components. The estimated values of the parameters, the weighting factors and the condi-
tion numbers obtained from the simultaneous solution of the three sets of biomass equations
are presented in Table 2. When the weight factors for the tree components were analyzed,
the weighting factors for all components were similar and within a relatively narrow range.
As can be seen (Table 2), the constructed models for all tree components were described
by different allometric forms. The parameter estimates for all models forming the system
of equations were significant at the 0.05 level except for one parameter (c0) of the model
developed for bark.

Table 2. Parameter estimates and standard errors in parentheses (SE) for the biomass equations of
each component (crown (dwcrown), stem (dwstem), and bark (dwbark)) and total tree biomass (dwtotal)
obtained from simultaneous NSUR fit.

Model Parameter Estimate (SE) Approx Pr. > |t| Weight Factors

dwcrown = a0 + a1D2 + a2H
a0 41.2232 (7.6996) <0.0001

1/D0.1150a1 0.2378 (0.0069) <0.0001
a2 −5.6033 (0.8017) <0.0001

dwstem = b0Db1 Hb2

b0 0.0322 (0.0069) <0.0001
1/D0.09507b1 1.5266 (0.0469) <0.0001

b2 1.2929 (0.0686) <0.0001

dwbark = c0DHc1
c0 0.0137 (0.0084) 0.1110

1/D0.1038
c1 1.6064 (0.1999) <0.0001

dwtotal =
(

a0 + a1D2 + a2H
)
+(b 0Db1 Hb2

)
+ (c0DHc1 ) CN:160 1/D0.07860

wi : dry weight of components i (kg), ai , bi , and ci : regression parameters for the crown, stem wood, and bark,
respectively, D: diameter at breast height (cm), H: total height (m), and CN: condition number.

ANNs are free from regression-type restrictions and assumptions. For this reason, they
were selected to be tested as possible alternatives. However, there are hyperparameters,
different in each ANN algorithm, that require optimization via tuning in order for accurate
and reliable ANN models to be produced. The number of hidden nodes in the hidden layer
of each model is included in Table 3.

The optimal values of the training elements of the constructed neural network models
were assessed through trial-and-error methodologies, taking into account the estimation
and prediction mean square errors of both the fitting and test datasets. According to
the GRNN-constructed models, the smoothing factor values (σi) were tuned for 4950 fits,
using the exhaustive grid-search methodology. The optimal (σ) values that led to the
best biomass components models were equal to 1.879, 1.359 and 1.000 for the stem, bark
and crown biomass estimations, respectively. The optimal weight values for the RPNN-
constructed models were attained after 303, 83 and 36 epochs for the stem, bark, and
crown biomass estimations, respectively, while the respective epochs for the BRNN models
were 7, 5 and 5 for the stem, bark, and crown biomass estimations. The generalization
ability along with the reliability of each neural network-constructed model was attained
through the test dataset. As can be seen (Table 4), all ANN models produced both reliable
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estimations and predictions for the biomass components, supporting the reliability of the
models. All constructed models showed an ability to generalize prediction errors and
correlation coefficient values for the test datasets more or less similar to those derived from
the model estimations using the fitting dataset (Table 4). Furthermore, according to the
error histograms derived via the three networks for the available dataset, these modeling
approaches can be considered as healthy networks, with symmetric curves with a peak
around zero (Figure 4).

Table 3. Number of nodes in each layer of the “best” artificial neural network estimation models for
each biomass component.

Model Biomass Component

GRNN

dwstem dwbark dwcrown

number of nodes

I P S O I P S O I P S O

* 2 (38) 39 2 1 2 (38) 39 2 1 2 (38) 39 2 1

RPNN

dwstem dwbark dwcrown

number of nodes

I H O I H O I H O

2 4 1 2 3 1 2 8 1

BRNN

dwstem dwbark dwcrown

number of nodes

I H O I H O I H O

2 3 1 2 4 1 2 4 1

I: input layer, P: pattern layer, S: summation layer, O: output layer, H: hidden layer, * variables introduced to the
input layer: 2: D, H with 38 rows (70% of the total dataset).

Table 4. Evaluation criteria for the fitting and the test datasets for the constructed ANN models.

ANN Model Output Dataset CV% Correlation Coefficient, r 45-Degree Line Test Slope

GRNN

dwstem
fitting 8.85 0.9962 45.34

test 10.03 0.9899 43.78

dwbark
fitting 10.84 0.9928 44.91

test 11.15 0.9831 43.99

dwcrown
fitting 10.08 0.9948 45.16

test 11.96 0.9878 43.69

RPNN

dwstem
fitting 10.30 0.9935 44.90

test 15.59 0.9824 44.90

dwbark
fitting 26.18 0.9408 42.33

test 26.38 0.9402 39.61

dwcrown
fitting 31.00 0.9535 42.50

test 31.46 0.9145 40.11

BRNN

dwstem
fitting 11.47 0.9921 44.41

test 15.43 0.9824 44.37

dwbark
fitting 26.15 0.8934 43.41

test 28.46 0.8387 41.21

dwcrown
fitting 28.55 0.9249 44.89

test 34.51 0.8492 41.13
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Both the NSUR (Table 2) and the ANN-constructed models (Table 3) were used for
the estimation of the biomass components and the total tree biomass. The criterion values
obtained by all different modeling approaches for the available dataset, for both tree
biomass components and the total biomass, are presented in Table 5. According to the NSUR
approach, the most successful predictions were obtained with the equations developed for
stem and whole tree. RMSE values were 83.77, 43.84, 70.45 and 13.55 kg/tree for the whole
tree, stem, crown, and bark biomass, respectively.

Table 5. Evaluation statistics for all tested modeling approaches for biomass components and for the
total tree biomass (n = 55).

Model Biomass R2 BIAS% RMSE CV% MAB AICc

NSUR

dwcrown

0.8823 2.67 70.45 33.46 45.80 210
GRNN 0.9845 −0.05 25.14 11.94 14.01 161
RPNN 0.8866 3.02 67.73 32.17 40.25 208
BRNN 0.8842 −2.62 68.20 32.39 44.07 208

NSUR

dwstem

0.9751 −2.61 43.84 14.87 28.94 187
GRNN 0.9881 0.35 29.65 10.06 19.74 168
RPNN 0.9842 −0.82 34.09 11.56 24.34 175
BRNN 0.9819 −0.04 36.61 12.42 24.27 178

NSUR

dwbark

0.8793 0.21 13.55 27.86 9.53 131
GRNN 0.9802 −0.26 5.40 11.09 3.79 90
RPNN 0.8877 3.54 13.21 27.14 9.70 129
BRNN 0.8761 0.59 13.49 27.75 9.49 131

NSUR

dwtotal

0.9753 −0.35 83.77 15.12 51.02 194
GRNN 0.9920 0.14 44.07 7.95 28.74 187
RPNN 0.9884 1.02 75.67 13.66 50.87 213
BRNN 0.9883 −0.97 75.32 13.60 50.90 213
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All models included diameter at breast height (D) and tree height (H) as independent
variables. The coefficient of determination values ranged from approximately 0.88 to 0.99
for all models.

The models developed for stem and whole tree were able to explain approximately 97%
to 99%, depending on the modeling approach, of the total variability in the corresponding
biomasses, while the 88% to 98% of the crown and bark biomass variability was reached by
the different modeling approaches (Table 5). Considering the results in Table 5, all neural
network-constructed models outperformed the NSUR-developed models and, at the same
time, the most reliable results among the neural network techniques used were derived
by the GRNN models. Specifically, according to the evaluation criteria used, GRNN-
constructed models gave the most accurate results for all tree biomass components and for
the total tree biomass. The root mean square error values were 2.80, 1.48 and 2.51 times
smaller than the values derived from the NSUR model for the dry crown, stem, and bark
biomass, respectively, meaning that the mean estimation error values were 45.31 kg for
the dry crown biomass, 14.19 kg for the dry stem biomass and 8.15 kg for the dry bark
biomass. These are more accurate than the mean estimation error values derived from the
NSUR model. Finally, according to the total dry tree biomass, the root mean square error
values were 1.900, 1.112 and 1.107 times smaller for the GRNN, RPNN and BRNN models,
respectively, than the corresponding values derived from the NSUR model. In terms of
the performance evaluation of all models for the tree components, the models developed
for the crown biomass produced poorer results for all criteria values as compared to their
performances for stem wood.

The dry crown biomass, with variations that ranged from 11.94% to 33.46%, was found
the most difficult factor to be estimated accurately, followed by the dry bark biomass which
produced variations ranging from 11.09% to 27.86%. A higher accuracy was obtained
for the dry stem biomass, with variation ranging from 10.06% to 14.87% for all modeling
techniques (Figure 5). As noted by Poudel et al. [54], crown biomass can vary greatly
between species and even between members of the same species.
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The coefficient of the variation values obtained for the whole tree dry biomass ranged
from 7.95% for the GRNN model to 15.12% for the NSUR model, and the relative mean
absolute error values ranged from 28.74 to 51.02 kg/tree, respectively.

4. Discussion

Due to the importance of tree biomass for the sustainable management of forests,
much effort has been made in forest science in order to develop accurate and reliable
biomass models [1,2,4,6,19,36,55]. Over the years, many different modeling strategies have
been developed, explored, and proposed in order to achieve the best biomass estimations,
with the most widely spread focus on the least-squares regression approach. Much effort
has been spent on overcoming ground-truth data heteroscedasticity by transformations
and weighted procedures. Finally, the optimal form of the regression model that could
reliably be adapted to the data in hand was one of the main difficulties confronted in the
modeling procedure. Nowadays, novel non-parametric modeling methodologies based
on the principals of artificial intelligence and machine learning are being developed and
explored in order to adopt new, reliable modeling solutions [56].

In this context, the work described in this paper focused on the exploration of modeling
behavior of three different artificial neural algorithms and structures for achieving the
best possible fit, namely the generalized regression, the resilient propagation, and the
Bayesian regularization artificial neural networks. These are different techniques within
the realm of machine learning, each one of them having both advantages and drawbacks.
Specifically, the generalized neural network algorithm [40–43] encompasses traditional
feedforward neural networks and shows flexibility for nonlinear regression-type problems
to be modeled. However, if the algorithm is not properly treated, it may be trapped
into local minima or can be overfitted. The resilient backpropagation algorithm [45–47]
can be considered as a variant of the traditional backpropagation algorithm. It is robust
in the training phase of the network, and its efficiency to overcome problems of the
traditional backpropagation algorithm, such as being slow at converging, taking effort
at parameter tuning, and getting stuck in local minima, is considered significant. Finally,
the Bayesian regression algorithm [49,50] which belongs to a probabilistic framework for
modeling uncertainty, is combined with the principles of Bayesian statistics with neural
networks. Due to its nature, it is able to produce not only a single estimation, but a
probability distribution over prediction. Considering the available information from the
literature [10,19,21–27,40–47,49–51,57], we chose to use these specific approaches because
(a) they have the potential to address the tree biomass estimation problem comprehensively,
from different methodological perspectives, (b) each one of them has shown its potential
to model forest attributes, (c) the number of hyperparameters that must be tuned is low
for each one of them making their application more or less simple, and (d) we felt that the
usage of all three algorithms for modeling the same attribute, which is the tree biomass,
can produce significant results and conclusions regarding which algorithm could most
scientifically serve the problem of estimating standing tree biomass. Finally, a pathway
for their effective application is described as well. For the development of a stable basis
for the evaluation of the tested ANN models, due to its flexibility regarding the biomass
estimation problems, the NSUR approach was also tested.

Among the many available algorithms that can be embedded in neural network
building, the ability of the algorithms generally to cope with regression-type problems
under the constraint of the relatively small dataset available primarily drove our selection.
GRNN modeling was rapid and simple, as it required one main parameter to be tuned, the
smoothing parameter (σ) that determines the influence of the data points on predictions
and the overall complexity of the network. The optimal values selection of the smoothing
parameter, adjusted by a smoothing factor of 0.5, led the constructed GRNN models to
global minima of the kernel functions used so as the generalization ability of the prediction
models for all different biomass cases was obvious (Table 4). As for the resilient propagation-
constructed models, their training was established by selecting the optimum number of
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hidden nodes, while the size of the weight change along with the initial value of ∆0 were
determined initially, and then the algorithm automatically adjusted the ∆0 value for each
weight change. The main advantage of this algorithm is robustness which arises because
the direction of the gradient, rather than the magnitude, is used, with the aim of overcoming
local minima and being resistant to extreme or outlier values. This generalization ability
was found adequate (Table 4), while its performance was the second best when compared
with the other modeling approaches (Table 5 and Figure 3). The Bayesian regularization
modeling technique was found to be rapid and was able to reduce overfitting by introducing
probability distributions to the network weights. The optimal combination of errors and
weights was found by determining the optimal number of hidden nodes following the trial-
and-error procedure and by initially determining the Levenberg–Marquardt adjustment
parameter as 0.005 along with its decreasing and increasing steps to 0.1 and 10, respectively.
Both performance and generalization abilities proved adequate for all different cases of
biomass estimation and prediction (Tables 4 and 5 and Figure 3). The NSUR modeling
approach was used to account for the inherent correlation among biomass components
measured on the same tree and to address the heteroscedasticity problem. NSUR allowed
each component model to have its own independent variable and its own weight function
to deal with the problem of different variances in each component and allowed the total
tree biomass model to be obtained with smaller variance. This process accorded with the
results of previous studies [2,5], that fitting tree and tree component biomass equations by
NSUR results in efficient parameter estimates with low standard errors. The performance
of NSUR to predict the total tree biomass and its components were generally acceptable
and adequate.

Considering the evaluation criteria of the different modeling techniques used for
accurate biomass estimation, all approaches were efficient and able to estimate and predict
tree biomass. Advantages and disadvantages of each modeling methodology can be a guide
in the selection or rejection of each of them when applied to specific problems. Although
nonlinear regression modeling is a well-known and understandable method, it has serious
drawbacks, such as assumptions that should be followed (normality and homogeneity),
the predefinition of the form of the fitting function by the modeler, and the prerequired
good initial values for accurate parameter estimations of the nonlinear models [10]. In
general, the NSUR approach can be used for whole tree biomass and tree component
biomass predictions. As indicated in several publications [1,2], this approach provided
more accurate biomass predictions than the traditional approach of separately fitting whole
tree and its component biomass equations using least-squares regression. As they are
non-parametric processes, the artificial neural network approaches tested do not rely on
assumptions, while the model form does not have to be specified in advance. However,
there are hyperparameters that need to be tuned, while the final/trained model does not
have a conventional form. Therefore, computational skills are required for its use. The
selection of the proper model should be based on the specific problem being solved, the
desired accuracy and the available means.

5. Conclusions

This work examined the adaptation of different modeling approaches to develop a
flexible, simple, and fast system of tree component biomass along with total tree biomass
estimation. For this purpose, NSUR, GRNN, RPNN and BRNN modeling techniques were
applied for the biomass estimation of cedar trees in natural stands. All different modeling
approaches appeared to provide reliable biomass estimations using data from only two
variables that have to be measured in the field, diameter at breast height and total tree
height, meaning that field effort was minimized.

The overall results suggested that the artificial neural network algorithms produced
models with a higher performance when compared with the NSUR relative models.

The generalized regression neural network models outperformed the others, in terms
of all evaluation criteria used, providing more reliable and accurate estimations for all
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different parts of tree biomass. Finally, the high predictive ability of the GRNN models for
the “unseen” data strongly indicates that this modeling approach is one of the most useful
methods for modeling forest biomass and is worthy of consideration as an alternative
approach to tree biomass modeling.
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preparation, Ş.K.G., M.J.D. and R.Ö.; and writing—review and editing, M.J.D., R.Ö. and Ş.K.G. All
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16. Ülküdür, M. Antalya Orman Bölge Müdürlüğü Sedir Meşcerelerinin Biyokütle Tablolarının Düzenlenmesi; Yüksek Lisans Tezi, Bartın

Üniversitesi: Bartın, Türkiye, 2010.
17. Aydın, A.C. Toros Sediri (Cedrus libani A. Rich.)’nde Biyokütle Araştırmaları. Ph.D. Thesis, Suleyman Demirel University, Isparta,
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