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Abstract: Space-based target surveillance is important for aerospace safety. However, with the
increasing complexity of the space environment, the stellar target and strong noise interference pose
difficulties for space target detection. Simultaneously, it is hard to balance real-time processing
with computational performance for the onboard processing platform owing to resource limitations.
The heterogeneous multi-core architecture has corresponding processing capabilities, providing a
hardware implementation platform with real-time and computational performance for space-based
applications. This paper first developed a multi-stage joint detection and tracking model (MJDTM) for
space targets in optical image sequences. This model combined an improved local contrast method
and the Kalman filter to detect and track the potential targets and use differences in movement
status to suppress the stellar targets. Then, a heterogeneous multi-core processing system based
on a field-programmable gate array (FPGA) and digital signal processor (DSP) was established as
the space-based image processing system. Finally, MJDTM was optimized and implemented on
the above image processing system. The experiments conducted with simulated and actual image
sequences examine the accuracy and efficiency of the MJDTM, which has a 95% detection probability
while the false alarm rate is 10−4. According to the experimental results, the algorithm hardware
implementation can detect targets in an image with 1024 × 1024 pixels in just 22.064 ms, which
satisfies the real-time requirements of space-based surveillance.

Keywords: space target; heterogeneous multi-core system; detection and tracking; MJDTM; FPGA; DSP

1. Introduction

The term space target refers to all outer space objects, including nonfunctional space-
craft, spent upper stages, and space debris [1]. With the development of human activities,
the amount of space debris is multiplying. The collision between different space targets
such as space debris and spacecraft may lead to equipment damage and mission failure
and even produce more space debris, which poses a significant threat to aerospace safety.
Therefore, space target detection and tracking are essential to avoid space collision and
ensure the operation safety of on-orbit spacecraft. Space situational awareness technology
is important to guarantee on-orbit safety, monitoring space targets, evaluating space events
and providing space situational information for on-orbit spacecraft using the space-based
or ground-based detection equipment. Its primary mission is to accurately detect and track
space targets and calculate important characteristic parameters such as the size and shape
of space targets that may pose a threat to the on-orbit spacecraft [2].

Compared to ground-based observation, a space-based photoelectric detection sys-
tem has the advantages of high maturity, high precision, and low energy consumption,
making it possible to realize all-weather space target detection and on-orbit spacecraft
protection [3]. The subject of the detection and tracking of space targets using optical
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detection equipment consists of a set of problems that are central to the disciplines of
space-based space target awareness. However, as space-based optical detection technology
is upgraded, the detection field of view is gradually expanding, and space-based images
are including increasingly complex information about the space environment. The existing
methods have limited ability to suppress background noise in space-based images and
are insufficient for space target perception, which generally concentrates on a single task
such as detection or tracking. Therefore, developing a target detection algorithm with
improved detection precision and a low rate of false alarms to separate space targets from
the background is the critical problem of space target detection and tracking algorithms.
Meanwhile, there are few space-based image processing system solutions presented by the
current researchers, which have not been able to solve the problems of small space target
detection and stellar target suppression, and the detection performance of the systems
cannot keep up with the demand for the real-time processing of high-resolution space
target images. The development of miniaturized, dedicated, high-speed processing systems
for real-time space target detection with constrained on-orbit hardware resources remains
a difficult task.

To achieve real-time space target surveillance, we proposed a high-precision detection
and tracking architecture for space targets and developed a high-speed image processing
platform to fulfill the algorithm implementation while maintaining real-time processing
requirements. The main contributions of our paper are as follows. First, inspired by the
human visual contrast mechanism, we improved the local feature contrast and energy con-
centration degree method to extract the potential small space targets in the optical image
sequences. The local subtraction of the target detection algorithm suppresses background
noise, and the accumulation of the target area boosts the target to achieve high-precision
detection for space targets. Second, to eliminate false alarms of stellar targets with similar
imaging features to the real space target, we proposed a stellar target suppression method
that uses differences in motion relative to the Earth and real-time satellite attitude data to
distinguish between the space and stellar targets. The algorithm is based on the historical
coordinate data of the tracking trajectory and uses the platform parameters to determine
the target type accurately. Finally, a comprehensive and lightweight space target perception
architecture, called the multi-stage joint detection and tracking model (MJDTM), is given.
It combines the space target detection method based on the LFC, the Kalman filter algo-
rithm, and the proposed stellar target suppression method to accurately detect and track
space targets. The architecture is implemented on a specialized heterogeneous multi-core
processing platform based on FPGA and DSP. Additionally, the performance measures of
the architecture and its implementation are evaluated using the simulated and real image
sequences including computation time, resource usage, and detection capability.

The remainder of this paper is divided into the following sections. Section 2 summa-
rizes related works on space target detection and tracking algorithms and existing hardware
implementation schemes. In Section 3, the proposed multi-stage joint detection and track-
ing model is elaborated. In Section 4, we present the proposed hardware architecture and
the algorithm implementation. Section 5 validates the performance and effectiveness of the
proposed implementation. Section 6 gives the discussion of this paper. The conclusions are
provided in Section 7.

2. Related Work

Various algorithms and relevant hardware implementations have been exploited for
faint and tiny moving space target detection and tracking in space-based optical image
sequences. Track-before-detect (TBD) and detect-before-track (DBT) are the dominating
solutions to the difficulty of moving target detection and tracking. A dynamic programming
approach was developed by BARNIV [4,5] that utilizes the velocity and shape information
to detect linear moving objects with a low signal to noise ratio (SNR). The particle filter
method [6] is a nonlinear dynamic filter based on the Monte Carlo method. A TBD
algorithm has been realized using a Bayesian particle filter to approximate the posterior
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probability distribution of the target state [7]. Reed et al. [8] established a dim and small
target detection method based on three-dimensional matching filtering that matched and
filtered the feature information of moving targets in the Fourier domain. These three
methods described above could be defined as the TBD method. In actual scenarios, since
the energy distribution and pattern of stellar and space targets are similar, it is challenging
for the TBD approach to distinguish between them. Moreover, the variety of the target
motion state will enhance the computational burden of the algorithm, making it hard for the
TBD method to satisfy real-time application requirements. Accordingly, the DBT method is
more suitable for space target surveillance in the space-based scenario.

The detection stage of the DBT method needs to extract the possible target and acquire
the target region. The star map registration algorithm [9–12] is a common method for space
target detection. In contrast, the satellite platform attitude variation increases the image
background uncertainty and complexity, which makes the star map registration method
unsuitable for space-based scenarios. Some threshold segmentation methods based on
target enhancement have been studied, including the wavelet filtering method [13,14],
local contrast method [15,16], and morphology filtering. Boccignone et al. [13] presented a
small target detection method using wavelets. Jiang et al. [14] improved this method and
developed an automatic space debris extraction algorithm. It utilized wavelet transform
and variational hybrid filtering algorithms to suppress noise and detected candidate debris
targets using the Hough transform. Mathematical morphology-based algorithms usually
use image filters to eliminate background noise and enhance small targets, such as median
filters [17], max-mean and max-median filters [18], and top-hat [19]. The local contrast
method [15] is a powerful small target detection algorithm that was inspired by the human
visual system contrast mechanism. It can enhance the target by calculating the local contrast
map of the infrared image. Chen et al. [16] combined the local contrast method with energy
concentration degree and proposed an infrared dim and small target detection algorithm.
Lv et al. [20] developed a novel algorithm called neighborhood saliency map (NSM) based
on the contrast mechanism of the human visual system. Han et al. [21] improved the
local contrast method (LCM) and designed a detection architecture named multiscale
tri-layer local contrast measure (TLLCM). The image filter algorithm based on the LCM
method, which has been applied to the problem of infrared (IR) small target detection,
could effectively boost the dim target and increase the detection accuracy. In recent years,
researchers have also proposed deep learning-based solutions to the problem of dim and
small target detection [22]. However, the network structure of these algorithms is frequently
complex, and they frequently require a large quantity of experimental data to learn, making
their implementation and application challenging.

Once the target has been extracted, it requires a tracker to predict the target motion
state and update the trajectories in the subsequent frames. Fan Shi et al. [23] tracked a
moving target using a primary scale invariant feature transform (P-SIFT) keypoint matching
algorithm. In this way, the deviation of feature extraction will also have an impact on
tracking. K. Fujita et al. [24] described a computer vision technique called an optical flow
algorithm to detect and track GEO debris. However, its computational complexity makes
it challenging to meet the requirements of real-time applications. The Kalman filter [25]
is a classic target tracking algorithm used in dynamic procedures where the measured
process is linear and Gaussian. Scala and Bitmeand [26] proposed the extended Kalman
filter for solving the tracking problem when both the dynamic and measurement processes
are nonlinear. Tao et al. [27] presented a space target surveillance algorithm that contains
a variance detector and uses a Markov-based dynamic model to forecast the potential
target position.

In addition to noise interference, hundreds of thousands of stars are the primary
interference sources for space target detection in space-based detection scenarios. The
image difference method [28] directly differentiates adjacent image frames, but when the
platform moves, the imaging position of the stars changes, which will cause a false alarm
for detection. The star mask frame method [29] employs multi-frame image accumulation
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to calculate the position of a star and generates a star mask frame to filter out the stars
in the image. However, detection fails when the target is near the imaging distance of
the star. The star image recognition method [30] matches the image with the star map to
extract the matching star point, but it is hard to implement it in hardware due to the heavy
calculation burden. In this paper, a stellar target suppression method that uses differences
in motion and real-time satellite attitude data is provided to distinguish between the space
and stellar targets.

The target only takes up a small portion of the image pixels due to the large separation
between space targets and detector, and the contrast between targets and background
may not be strong enough for the detection method to utilize the texture feature data
effectively. The space target detection method mentioned above can only solve the problem
of target detection in some specific scenes, and it is challenging to overcome the problem of
background stellar false alarms and strong noise in space-based scenes. In addition, these
works have not been implemented by the hardware platform, and its real-time processing
capability needs to be evaluated.

Moreover, the research community has designed some image processing systems using
the limited hardware system resources that could implement the related target detection
and tracking algorithms in the space-based scenario. A high-performance embedded pro-
cessing platform based on a graphics processing unit (GPU), DSP, and FPGA has become
the potential solution for onboard image processing [31–34]. As the specialized image
processor, the embedded GPU processing platform [35] has been widely used in unmanned
driving technology, AI computation, and video image processing. Its parallel processing
capability supports it in handling complex data and geometry computing [36]. However,
the disadvantages of poor independence and high power consumption hinder the ap-
plication of GPUs in onboard applications. In the meantime, DSP and ARM processors
with computing capability, flexibility, and large-scale integration have been adopted to
implement the vision and image processing algorithms [37]. Sun et al. [38] described an
onboard space debris detection approach on a multi-core DSP platform that can process a
2048 × 2048 image in 600 ms. The parallelism of this system constrains the throughput of
processing data streams, making it challenging to process intensive computing with large
data volumes. Over other embedded systems, the use of FPGAs in high-speed parallel
data processing has become more prevalent due to their parallel processing capability. The
FPGA platform is suitable for onboard image processing because of its flexibility, reconfig-
urability, and high energy efficiency [39]. Han et al. [40] proposed a high-speed tracking
and measurement method for non-cooperative space targets and applied it to an FPGA-
based space-embedded system. However, their scheme does not consider the situation
of small space targets and establishes an overly ideal stellar interference model that may
malfunction in practical space-based scenarios. Yang et al. [41] implemented the ATGP
algorithm on FPGAs to achieve real-time target and anomaly detection in hyperspectral
image sequences. Nevertheless, it is not feasible for FPGAs to implement high-precision
data operations, and their programming development is complex. A heterogeneous pro-
cessing platform based on FPGA and DSP is one of the most commonly used embedded
image processing systems, and has been relatively maturely applied to the field of space-
based image processing [42,43]. The high-speed parallel processing capability of FPGA
has considerable advantages in large-scale image data processing. The DSP processor has
the characteristics of large-scale integration and stability, which can realize high-precision
digital signal processing.

For space-based surveillance, an integrated processing system with high flexibility,
powerful processing performance, and low power consumption can quickly complete
image processing. The current research in space target detection and tracking and other
image processing performance needs to be improved, as it has failed to give a high-
performance space target sensing method and its hardware implementation. However, a
high-performance space target perception method and its hardware implementation have
not been provided by the present research.
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In this paper, we provide a complete space target perception architecture that realizes
the accurate detection and tracking of small space targets. A space-based image processing
system platform based on FPGA + DSP has been constructed to implement this architecture.

3. Methodology

A flow diagram of the MJDTM architecture is outlined in Figure 1. With the detection
range extension of the space-based optical detector, there are more stellar targets and noise
points in images, making it challenging to accurately identify space targets only occupying
one to several pixels in the image plane. To ensure target detection accuracy and reduce the
false alarm rate, the interference of the stellar targets and background noise points needs to
be suppressed. The proposed space target perception architecture contains three main parts:
space target detection and tracking, stellar target suppression, and target feature calculation.
As shown in Figure 1, we first adopt an improved local contrast method to extract the
potential space point target during the target detection and tracking stage. Then, the
classical Kalman filter algorithm and the Hungarian matching algorithm are combined to
predict the target state and correlate tracking trajectories. The sidereal targets with similar
imaging properties to space targets are suppressed during the stellar target suppression
stage. A schematic diagram of the image sequence after target detection tracking and stellar
suppression is given in Figure 1. After that, the feature information of the space target that
is confirmed as the real target is calculated. Details are as follows.
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3.1. Target Detection and Tracking
3.1.1. Target Detection Algorithm

The space-based optical image of space can be modeled as follows:

F(i, j) = T(i, j) + S(i, j) + B(i, j) + N(i, j) (1)

where (i, j) represents the pixel coordinates of the image and F(i, j) denotes the grayscale
value of the pixel coordinate (i, j) in the image. T(i, j) and S(i, j), respectively, denote the
space target and the stellar targets, which obey the Gaussian distribution model. B(i, j)
represents the background of the deep space environment and N(i, j) denotes the noise gen-
erated by the internal noise of the imaging system and external environment interference.
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It can be seen from the above model that most of the image information obtained
by the space-based space target detection equipment is from the deep space background
environment. The space targets and stellar targets only account for a small part of the
image, and various noise disturbances are randomly distributed throughout the image.
Due to the limitation of the detection distance and the short exposure time, the space targets
and stellar targets occupy only one pixel in the image and the energy of the target is weak.
In order to accurately detect real space targets, the detection algorithm should enhance the
target region for better target segmentation and extraction, and reduce the independent
noise points on the image to lower the false alarm rate. All possible targets in the image
must be segmented during the target detection phase to avoid missing actual space targets
since the space target and stellar target have very similar imaging characteristics.

In this paper, the target detection algorithm uses the target energy feature and the local
standard deviation feature to establish the LFC model and employs this model to realize
the image filtering and the detection of the space and stellar targets. The local contrast
method [15] is an image-filtering method based on the contrast mechanism of the human
visual system and is commonly used to solve IR dim target detection problems. Similar to
IR faint targets, space targets in space-based optical image sequences have weak energy
and occupy only a few pixels without shape and texture features. Therefore, the detection
rate could be guaranteed by using this technique to locate space targets in the deep space
background. Chen et al. [15] proposed a local feature contrast and energy concentration
degree method (LFC-ECD) that combines the LCM algorithm with the energy concentration
algorithm to detect small infrared targets. This algorithm suppresses the neighboring
regions of the target through local subtraction and performs energy accumulation to
enhance the faint target. In the target detection stage, we remove the energy accumulation
progress of the LFC-ECD and use the local feature contrast filter to extract space targets.
The specific steps are as follows.

By sliding the local window on the whole image, the local feature contrast value of
each point in the image is calculated. Firstly, the image slice larger than the target region
is selected as the local window. Additionally, the slice of coordinate (x, y) in the image is
divided into the target region S0 and the neighboring region S, which is shown in Figure 2.
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The region of S0 and S are represented as follows:

RS = {(p, q)|max(|p− x|, |q− y|≤ s)}, s = 4, 7, 10, 13 (2)

RS0 = {(i, j)|max(|i− x|, |j− y|≤ l)}, l = 1, 2, 3, 4 (3)

where s and l represent the radius of S0 and S, respectively, and (i, j) and (p, q) denote the
pixel coordinates of S0 and S in the image.



Remote Sens. 2023, 15, 3156 7 of 34

The pixel grayscale average value and standard deviation in the region S are computed
to represent the background and noise of the target region, and the formula is denoted
as follows:

Gm(x, y) = ∑(p,q)∈RS

G(p, q)

(2s + 1)2 (4)

Gs(x, y) =

√√√√∑(p,q)∈Rs [G(p, q)− Gm(x, y)]2

(2s + 1)2 (5)

where G(p, q) is the pixel grayscale at (p, q) in the region S and Gm(x, y) and Gs(x, y) are the
pixel grayscale average value and standard deviation at (x, y) in the region S, respectively.

Then, the background should be inhibited by the regional background subtraction
because of the solid local continuity, and the formula is represented as follows:

Gt(x, y) = G(x, y)− Gm(x, y), (i, j) ∈ S0 (6)

where G(x, y) denotes the grayscale of the pixel at (i, j) in the region S0 and Gt(x, y) repre-
sents the grayscale of the pixel at (i, j) in the region S0 after the background suppression.

When the target is weak, the pixel grayscale of the region S0 will be low after the
background subtraction. Therefore, the target component should be magnified by the
energy accumulation to ensure the target is detected correctly. The formula of energy
accumulation is denoted as follows:

Et(x, y) = ∑(i,j)∈RS0
G2

t (i, j) (7)

where Et(x, y) denotes the energy accumulation value of the pixel grayscale in the region
S0 at (x, y). The sum operation helps in the rapid enhancement of targets.

Finally, the local feature contrast value of the coordinates (x, y) in the image is provided
in the following formula:

Gc(x, y) = Et(x, y)/Gs(x, y) (8)

GL(x, y) = Gc(x, y)× Gt(x, y) (9)

where Gc(x, y) represents the contrast factor and GL(x, y) denotes the values of local feature
contrast at the coordinates (x, y).

When obtaining the local feature contrast, the adaptive threshold segmentation will be
conducted on the local feature contrast image to segment the target. The adaptive threshold
T1 is denoted as follows:

T1 = mL + k1 × stdL (10)

where mL and stdL represent the average value and standard deviation of local features’
contrast GL(x, y). The range of the parameter k1 confirms that a range of 30 to 40 is
efficacious. In Section 5.1, the selection of the parameter k1 will be discussed in depth.

Then, the binary image of the LFC result is segmented by the threshold T1. The
formula is represented as follows:

b1(i, j) =
{

1, GL(i, j) > T1
0, GL(i, j) ≤ T1

(11)

where b1(i, j) denotes the grayscale at the coordinates (i, j) in the segmented image and
GL(i, j) is the local feature contrast value at the coordinates (i, j) in the image.

In the ideal optical system, only one pixel of the detector is occupied by the point target.
However, the targets will diffuse into several pixels due to circular aperture diffraction in
practical situations. The precise pixel coordinates of the target are confirmed by the center
location of the gray pixel. Since the target is susceptible to the effects of ambient background
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noise, the precision of target positioning might be impacted by the classic centroid method.
The centroid coordinates of targets are calculated using the distance-weighted centroid
method that enhances the conventional centroid with distance-weighting. Based on the
conventional centroid approach, the distance-weighted centroid method adds the grayscale
and distance influence factor as the weight to lessen the impact of target edge noise on
target location extraction. The steps of this method are described below.

Firstly, the maximum grayscale pixel coordinate data in the target region are provided
by the target detection stage result. The target region St is separated by extending m pixels
outward from the center of the maximum pixel gray value coordinates. The size of the
target area is n = 2×m+ 1. Moreover, the distance D(i, j) between the maximum grayscale
pixel and each pixel in the target area is defined by the following formula:

D(i, j) =
√
(i− x)2 + (j− y)2(i, j ∈ St) (12)

where (i, j) are the pixel coordinate data in the target region and (x, y) represent the
maximum pixel grayscale value coordinates.

The formula of the distance weight D′(i, j) is defined as:

D′(i, j) = 1/D(i, j) (13)

where D′(i, j) is the distance weight at the coordinates (i, j) in the target area. The distance
weight at the maximum grayscale pixel is a(3 ≤ a ≤ 5).

The following formula computes the distance-weighted centroid coordinates of the target:

X =
∑(i,j)∈RSt

G(i, j)D′(i, j)i

∑(i,j)∈RSt
G(i, j)D′(i, j)

(14)

Y =
∑(i,j)∈RSt

G(i, j)D′(i, j)j

∑(i,j)∈RSt
G(i, j)D′(i, j)

(15)

where the G(i, j) is the grayscale value at the coordinates (i, j) in the target area and (X, Y) is
the target centroid coordinates calculated through the distance-weighted centroid method.

3.1.2. Target Tracking Algorithm

The target coordinate sequence of each frame can be obtained after the target detection
for the optical image sequence. We establish tracking trajectories for each potential target
during the tracking stage, estimate the candidate target motion state, and predict the target
position using the Kalman filter to track space targets steadily. Moreover, the Hungarian
matching algorithm is adopted to correlate the tracking trajectories with the target sequence
to update the target coordinate positions. The specific operation flow is shown in Figure 3.
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Affected by the gravity of the Earth, both the space targets and the observation
satellite platforms will run in a specific orbit. Thus, we can use a linear uniform model
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to simulate the motion of the space target relative to the platform, which is unrelated to
other targets and camera motion. It can be assumed that the running path of the space
target in the continuous space image sequence is connected and that the target detection
results from earlier frames can be used to estimate the target motion model and forecast
the target position.

Before the target motion state prediction and tracking trajectory association, the multi-
frame association operation as shown in Figure 3 will confirm the current candidate target
queue, which reduces the calculation amount of the subsequent tracking process while
suppressing noise points. The target that satisfies the trajectory creation condition initializes
the corresponding tracking trajectory after this operation. The specific processing steps are
as follows.

First, based on the detection result of the first frame image, a suspicious target queue
TSs will be created for each target in the current candidate target queue TSc.

Then, the Euclidean distance between each target in the suspicious target queue TSs
and the current candidate’s target queue TSc will be calculated after the detection of the
subsequent image frames. The specific formula is as follows:

TD(n, m) =

√
(in − xm)

2 + (jn − ym)
2, n = 1 . . . N, m = 1 . . . M. (16)

where TD(n, m) is the Euclidean distance between the target TSS(n) in the suspicious
target queue TSS and the target TSC(m) in the current candidate target queue TSc, (in, jn)
is the coordinate data of the target TSS(n), (xm, ym) is the coordinate data of the target
TSC(m), and N and M are the numbers of targets in the queue TSS and TSc, respectively.

For a target in the suspicious target queue TSS, if there is a target within the predeter-
mined distance threshold range in the candidate target queue TSc, the number of target
occurrences is determined to increase. Then, the target coordinate data and the number
of target occurrences in the suspicious target queue TSS will be updated. If the current
candidate target queue does not contain a target that fulfills the criteria, the number of
target disappearances will be updated.

After the multi-frame suspicious target queue update, there will be a target in the
suspicious target queue TSS that appears more than the set threshold. It can be assumed
that this is a real target rather than an independent noise point. For the real target, we
adopt the Kalman filter to estimate the motion state and predict the coordinate position
to achieve stable tracking of the target. The Kalman filter [25] is an optimal estimation
algorithm for system state that uses the linear system state equation and system input and
output observation data. It has been widely applied in the fields of orbit calculation [44],
target tracking, and navigation [45], such as calculations of spacecraft orbit, tracking of
maneuvering targets, and positioning of GPS. The specific calculation steps of the Kalman
filter are as follows.

The tracking trajectory of this target will be initialized for subsequent target tracking
and trajectory update. The invalid targets that disappear more than the set threshold in
the suspicious queue will be cleared. When a trajectory is created in the target trajectory
queue, the motion state estimation and target prediction of the target will be performed in
subsequent frames as shown in Figure 3. The state of the target is defined according to the
following model:

xk = [u, v, p, q]T (17)

where u and v represent the horizontal and vertical coordinates of the target centroid and
p and q represent the velocity component of the coordinate. The Kalman filter algorithm
predicts the target position in subsequent frames according to the target state and updates
the target state according to the measured value associated with the current target queue
using the Hungarian matching algorithm. If a target has no correlation matching, its state
is simply predicted using the linear velocity model without any correction.

One of the most well-known Bayesian filter theories is the Kalman filter, a linear
optimal status estimate technique [46]. The estimation process of the Kalman filter consists



Remote Sens. 2023, 15, 3156 10 of 34

of the previous prediction step and the current measurement step. It includes two types of
equations: status equation and observation equation. A dynamic model with the status
and observation equations is given using a precise estimation that has been measured and
altered. The status equation of the Kalman filter is represented as follows [47]:

xk = Axk−1 + Buk + wk (18)

where A is the status transition matrix, B is the control–input matrix, xk is the status vector,
uk is the system control matrix, and wk is the system noise vector.

The Kalman filter observation equation is defined as follows:

zk = Hxk + vk (19)

where H is the observation matrix, zk is the observation vector, and vk is the observation
noise vector. wk and vk are assumed to be zero-mean Gaussian white noise with covariance
Q and R, respectively, denoted as:

w ∼ N(0, Q) (20)

v ∼ N(0, R) (21)

When a discrete control process system satisfies the above conditions, the Kalman
filter algorithm can be used to predict the system state.

The calculation procedure of the algorithm is as follows.
Firstly, the prediction equation is used to predict the next state of the system. The

prediction equation is defined as follows [47]:

x̂−k = Ax̂k−1 + Buk (22)

where x̂k−1 represents the posterior status estimation combined with the measurements at
the moment of k− 1 and x̂−k denotes the prior status estimation derived from the status
transition equation at the moment of k.

Then, the error covariance is calculated using the update equation. The update
equation is as follows:

P−k = APk−1 AT + Q (23)

where P−k is the prior estimation deviation covariance of the status x̂−k , Pk−1 is the posterior
estimation deviation covariance of the status x̂k−1, and Q is the deviation covariance of the
system noise vector.

The trajectory correlation operation follows the aforementioned prediction stage. As
shown in Figure 3, the Hungarian matching algorithm is used to correlate the predicted
coordinate sequence and the current candidate target sequence. The Hungarian matching
algorithm [48] was proposed by two Hungarian mathematicians and is mainly used to
solve some problems related to bipartite graph matching, such as data association [49],
UAV task assignment [50], and multi-target tracking [51]. The core of the algorithm is to
use the augmented path to find the maximum matching algorithm of the bipartite graph.
The predicted coordinate sequence of the tracking trajectory and the current candidate
target sequence form a bipartite graph that can be easily represented by a distance matrix.

Specifically, the Euclidean distance between the target prediction coordinates of the
tracking trajectory sequence and the target coordinates in the current candidate target
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sequence is calculated and integrated into a distance matrix ED, as shown in Figure 4a.
The formula is as follows:

ED =


Ed1,1 Ed1,2
Ed2,1 Ed2,2

· · · Ed1,n
· · · Ed2,n

...
...

Edm,1 Edm,2

. . .
...

· · · Edm,n

 (24)

Edm,n =

√
(in − xm)

2 + (jn − ym)
2, n = 1 . . . P, m = 1 . . . C. (25)

where Edm,n is the Euclidean distance between the target PC(n) in the predicted target
coordinate sequence PC and the target CT(m) in the current candidate target sequence CT,
(in, jn) is the coordinate data of the target PC(n), (xm, ym) is the coordinate data of the target
CT(m), and P and C are the numbers of targets in the sequence PC and CT, respectively.
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Then, as shown in Figure 4b, the distance matrix will be transformed into a registration
weight matrix WM according to the following formula:

WM =


w1,1 w1,2
w2,1 w2,2

· · · w1,n
· · · w2,n

...
...

wm,1 wm,2

. . .
...

· · · wm,n

, wm,n =

{
dk− Edn,m

0
, Edn,m ≤ dk
, Edn,m > dk

}
(26)

where dk is the distance threshold parameter of the weight matrix. When the distance
between the coordinates is close, we hope that the corresponding correlation weight is
large, so the weight matrix should be inversely proportional to the distance matrix. At the
same time, we introduce the parameter dk to limit the correlation of the target coordinates
far away. If the distance between the targets is greater than dk, it is considered that the
possibility of a large difference between the two coordinates is low, and the corresponding
weight is set to zero directly to simplify the correlation calculation. After this operation,
the weight of the coordinates with smaller distances becomes larger, and the possibility of
registration association is also enhanced.

Through iterative optimization, the Hungarian matching algorithm generates a maxi-
mum weight distribution matrix, as shown in Figure 4c,d, which represents the correspon-
dence between the target in the tracking trajectory and the latest subsequent target sequence.
Each tracking trajectory is assigned to a current candidate target so that the posterior state
can be calculated and updated according to the associated measurement. The Euclidean
distance between the target predicted coordinate of the tracking trajectory sequence and
the target coordinate in the current candidate target sequence is calculated and sorted into
the correlation cost matrix. The assignment problem between the tracking trajectory and
the current candidate target sequence is solved optimally using the Hungarian algorithm,
which can provide the best matching for the two sequences.



Remote Sens. 2023, 15, 3156 12 of 34

For the tracking trajectory with correlation detection, the correction stage combines its
predicted state with the measured value to obtain the best estimation xk. The formula is
represented as follows:

xk = x̂−k + Kk(zk − Hx̂−k ) (27)

where xk is the optimal estimation at the moment of k and Kk is the Kalman gain matrix.
The formula of Kk is denoted as follows:

Kk = P−k HT(HP−k HT + R)
−1

(28)

where R is the deviation covariance of the observation noise vector.
The posterior estimation deviation covariance of the state xk is calculated using the

following formula to keep the Kalman filter running until the processing system is finished.

Pk = (I − Kk H)P−k (29)

where Pk is the filter deviation matrix and I is the unit matrix.
The target parameters in the target tracking trajectory queue are updated after the

tracking association operation in each frame, including the coordinate data of the target
and the number of occurrences. Similar to the suspicious target queue, when the number
of target disappearances in the tracking trajectory exceeds the predetermined threshold,
the target is removed from the tracking trajectory. This procedure stops the unrestricted
expansion of the tracker population and positioning inaccuracies brought on by excessively
extended forecast durations without detector correction.

3.2. Stellar Target Suppression Algorithm

As the target detection and tracking stage run alternately, the number of target his-
torical coordinates in the tracking trajectory queue increases cumulatively. Both the space
target and the stellar target are included in the trajectory queue. This section proposes a
method for classifying the stellar targets and space targets using real-time satellite attitude
data and the historical coordinate data of track trajectories. We postulate that due to the
remote distance between the sidereal target and the Earth, the positions of the stars relative
to the Earth remain unchanged for a short time. In contrast, the coordinate of the space
targets relative to the Earth will change during this time because the moving space target
has a certain velocity and is closer to the Earth. Therefore, we exploit the different motion
states of stellar and space targets relative to the Earth to suppress the stellar targets. The
specific methods are as follows.

For the candidate trajectory formed at the time t, this stage performs the subsequent
operations on the latest target coordinates of each trajectory. The latest target point coor-
dinates of a trajectory need to be transferred to the camera coordinate using the camera’s
intrinsic matrix. Since the plane image can only provide two-dimensional coordinate data,
it is difficult to acquire the distance data of the target. During the process of coordinate
transformation, we assume the Z-axis data of the target point to be 1. xc(t)

yc(t)
zc(t)

 = R−1
Int

x(t)
y(t)

1

, RInt =

 f /dx 0 x0
0 f /dy y0
0 0 1

 (30)

where RInt is the intrinsic matrix of the camera, R−1
Int is the inverse of the intrinsic matrix,

[xc(t), yc(t), zc(t)] is the camera coordinate of the target, [x(t), y(t)] is the pixel coordinate
of the target at the time n, (dx, dy) is the focus of the camera on the X and Y axis, and
(x0, y0) is the center pixel coordinate value of the camera.
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The installation matrix calculates the target coordinate relative to the platform. The
formula is as follows:

xs(t)
ys(t)
zs(t)

1

 = RIns


xc(t)
yc(t)
zc(t)

1

, RIns =

[
R t
0 1

]
=


nx ox ax tx
ny oy ay ty
nz oz az tz
0 0 0 1

 (31)

where RIns is the camera’s installation matrix and [xs(t), ys(t), zs(t)] denotes the target
coordinates relative to the platform.

The target coordinates relative to the Earth are calculated using the satellite attitude
matrix at the time n. The formula is as follows: xe

ye
ze

 = RRot(t)

 xs(t)
ys(t)
zs(t)

 (32)

where [xe(t), ye(t), ze(t)] represents the target coordinates relative to the Earth t and RRot(t)
represents the satellite platform attitude matrix at the time n. This formula converts
the target coordinate relative to the camera to the platform coordinate system using the
camera external parameter matrix and the fourth-dimensional coordinate data are added
to facilitate the calculation. The formula for the attitude matrix RRot is as follows [52]:

RRot =

q2
0 + q2

1 − q2
2 − q2

3 2(q1q2 − q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q2

0 − q2
1 + q2

2 − q2
3 2(q2q3 − q0q1)

2(q1q3 − q0q2) 2(q2q3 + q0q1) q2
0 − q2

1 − q2
2 + q2

3

 (33)

where (q0, q1, q2, q3) denotes the attitude quaternion matrix of the satellite.
The target coordinates relative to the Earth can be obtained by transforming the target

coordinates. The target coordinate data relative to the platform at the time t + 1 is predicted
by the satellite attitude matrix at the time t + 1. The formula is as follows: xs(t + 1)

ys(t + 1)
zs(t + 1)

 = R−1
Rot(t + 1)

 xe
ye
ze

 (34)

where [xs(t + 1), ys(t + 1), zs(t + 1)] denotes the target coordinates relative to the platform
at the time t + 1, [xe, ye, ze] represents the coordinates of the target relative to the Earth, and
R−1

Rot(t + 1) represents the satellite attitude inverse matrix at the time t + 1.
The camera coordinates are predicted by the coordinates of the target relative to the

platform and the installation matrix. The formula is as follows: xc(t + 1)
yc(t + 1)
zc(t + 1)

 = R−1
Ins

 xs(t + 1)
ys(t + 1)
zs(t + 1)

 (35)

where [xc(t + 1), yc(t + 1), zc(t + 1)] represents the target camera coordinate data at the
time t + 1 and R−1

Ins denotes the inverse of the installation matrix. The target coordinates
[x(t + 1), y(t + 1)] at the time t + 1 are predicted by the target camera coordinates at the
time t + 1 and the camera internal reference matrix. The formula is as follows:x(t + 1)

y(t + 1)
1

 = RInt

 xc(t + 1)
yc(t + 1)
zc(t + 1)

 (36)

where [x(t + 1), y(t + 1)] denotes the target pixel coordinates at the time t + 1.
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After a sequence of coordinate transformations, we can obtain the predicted target
coordinates of the tracked trajectory at the time t + 1. The actual target coordinate data in
the track trajectories at the time t + 1 are provided after the tracking association operation
in the above section. The difference between the target predicted and practical coordinates
can be used as a criterion to determine whether the target is a real space target or not.
When the difference exceeds a set threshold, the target is judged to be a real space target;
otherwise, it is a stellar target. The threshold to confirm the target type is determined based
on prior experience, which is selected as 1 in this paper.

3.3. Target Angle Calculation

The stellar target suppression module described in the above section classifies the
space targets and stellar targets in the tracking trajectory queue. The calculation method of
space target angle information will be introduced in this section. The position of the target
with respect to the optical axis of the camera determines the azimuth and pitch angle of the
target, and the precise calculation procedures are as follows.

Firstly, the intrinsic matrix of the camera is used to convert the target coordinate data
from the image pixel coordinate system to the image physical coordinate system, as defined
in the following formula.x

y
1

 = RInt

u
v
1

 =

1/dx 0 u0
0 1/dy v0
0 0 1

 (37)

where (u, v) denotes the coordinate value of the target in the image pixel coordinate system,
(x, y) indicates the coordinate value of the target in the image physical coordinate system,
and RInt is the intrinsic matrix of the camera.

Due to the lens distortion of the optical system, it is necessary to correct the target
coordinate to ensure the accuracy of the target angle calculation. The radial and tangential
distortion [53] are the major factors affecting the imaging quality of the wide field view
optical system. The radial distortion can be fitted by quadratic and higher-order polynomial
functions linked to the separation between target point coordinates and the image center
pixel coordinates, as shown in the following formula [54]:{

xd = x(1 + k1r2 + k2r4 + k3r6)
yd = y(1 + k1r2 + k2r4 + k3r6)

, r2 = x2 + y2 (38)

where (xd, yd) indicates the point coordinates after the radial distortion, (x, y) represents
the coordinate value of the target in the image physical coordinate system, r2 is equivalent
to the distance between the coordinate point and the image center, and (k1, k2, k3) denotes
the parameters of the radial distortion model.

The tangential distortion is similar to radial distortion, which can be fitted using two
other parameters, as shown in the following formula.{

xd = x + 2p1xy + p2(r2 + 2x2)
yd = y + p1(r2 + 2y2) + 2p2xy

(39)

where (xd, yd) is the point coordinates after the tangential distortion, (x, y) represents the
coordinate value of the target in the image’s physical coordinate system, r2 is equivalent to
the distance between the coordinate point and the image center, and (p1, p2) denotes the
parameters of the tangential distortion model.

The complete distortion model of the optical system can be determined by combining
the above two types of distortion models, as shown in the following formula [54].{

xd = x(1 + k1r2 + k2r4 + k3r6) + 2p1xy + p2(r2 + 2x2)
yd = y(1 + k1r2 + k2r4 + k3r6) + p1(r2 + 2y2) + 2p2xy

(40)
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In this paper, we use the fitting approach to correct the distortion of the coordinate
data of a single target to reduce the calculation amount of the distortion correction model.
The distortion correction model is shown as follows:{

xr = xd(1 + k′1r2
d + k′2r4

d + k′3r6
d) + 2p′1xdyd + p′2(r

2
d + 2xd

2)
yr = yd(1 + k′1r2

d + k′2r4
d + k′3r6

d) + p′1(r
2
d + 2xd

2) + 2p′2xdyd
, r2

d = x2
d + y2

d (41)

where (xd, yd) represents the target coordinates of the image’s physical coordinate system
after distortion correction, (xr, yr) denotes the target coordinates of the image’s physical
coordinate system after distortion correction, and (k′1, k′2, k′3, p′1, p′2) indicates the parameters
of the inverse distortion model. The parameters are fitted using the measured and actual
angle data of the sampling target points.

Finally, the azimuth angle θ and pitch angle ϕ of the target can be calculated using the
following formula. {

θ = arctan(xr)
ϕ = arctan(yr)

(42)

The calibration experiments of the camera internal and distortion parameters are
conducted before the DSP implementation. We calculate the relevant parameters on the PC
platform, such as the intrinsic camera matrix and distortion correction parameters. Then, the
relevant calculated parameters are solidified within the DSP program to achieve a fast target
angle calculation task. The relevant calculated parameters can also be changed by sending
instructions from the integrated control system. The calculation of target characteristics
data, particularly azimuth and pitch information, can provide comprehensive space target
position and grayscale characteristics for space-based surveillance and assist in generating
the decision information for spacecraft obstacle avoidance.

4. Hardware Implementation

This paper presents a hardware implementation of the MJDTM model based on an
embedded image processing system composed of FPGA and DSP. The FPGA processor,
which is suited for parallel computing and has a low computational complexity, has major
advantages in terms of large-scale image data processing. This model is suitable for
implementing the image filtering algorithm to accomplish rapid target detection. The DSP
chip with high-precision digital signal processing capability can complete the algorithm
with high computational resource consumption during the tracking stage such as the
Kalman filter. To meet the real-time processing requirement of the optical image sequences,
we assign processing tasks to the designed multi-core heterogeneous system according to
the resource requirements of each processing step. In this section, the constituent modules
of the algorithm implementation will be explained in detail.

4.1. Overall Hardware Design

Figure 5 depicts the hardware architecture of the designed space target detection
architecture. The onboard space target surveillance system comprises the image acquisition
system, the image processing system, the integrated control system, and the external
storage. The space-based optical image acquisition system consists of two CMOS sensors
with a 1024× 1024 pixel resolution and a grayscale value of 12 bits that output image data in
the format of LVDS (low-voltage differential signaling) data. The image acquisition system
captures the space optical image at a rate of five frames per second. The proposed image
processing platform consists of a DSP processor for the target tracking association algorithm
and an FPGA chip for image acquisition and target detection. When the image data are
received, the processing system will cache the image data and perform the operations
of the space target detection and tracking. We will obtain the space target optical image
and detection results with the FPGA and DSP processing the image data. A Xilinx Kintex-
7 XC7K325TFFG900 FPGA device with 326,080 logic cells, 16,020 KB Block RAM, and
840 DSP slices is used in the image processing system. The TMS320C6678 DSP processor
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with eight C66x cores from TI, whose main frequency can reach 1GHz, has been adopted.
Additionally, each C66x Core-Pac contains a 512 KB secondary memory (L2), a 32 KB
primary program memory (L1P), and a 32 KB data memory (L1D) and can access 4 MB
multicore shared memory (MSM). The external storage module contains SDRAM and flash,
which are used to cache the image and software program data. The integrated control
system sends operation commands to change the working mode of the system and receives
the feedback data of the running state through the RS422 interface. It also receives image
data and target detection results through the LVDS interface.
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The overall block structure of the algorithm implementation architecture is shown
in Figure 6. The hardware implementation of the detection and tracking algorithm is
separated into two parts. The detecting procedure, which requires pixel-by-pixel filtering of
the image, is carried out on the FPGA with quick parallel processing capacity. The tracking
procedure that executes predictive correlation on the detection target is carried out in the
DSP with high-precision digital computing performance. The implementation architecture
of the image processing platform comprises the functional modules and processing units.
The input to the implementation is the LVDS digital image signals and the RS422 command
signals, and the output is the detected target results. In a nutshell, the proposed architecture
receives the digital image data from the LVDS interface and executes target detection and
tracking operations.

The FPGA implementation comprises the data receive and analysis unit, the command
analysis unit, the data cache and output buffer, the system configuration manager, the SRIO
communicator, the image cache and slice extract unit, and the target detection module. The
data receive and analysis unit first receives the digital image data, converts the serial LVDS
data into parallel data, and reads the data packet headers to parse the data according to
the communication protocol. Then, the data cache and output buffer store the image data
in the external memory. The image cache and slice extract unit stores a whole frame of
image data and sends it to the target detection module. The target detection module uses
the local feature contrast filter to detect the space and stellar target. The command analysis
unit receives various commands such as image processing parameters and configuration
management commands from the integrated management unit via the RS422 interface.
This unit is also responsible for forwarding instruction data to the DSP processor. Finally,
the SRIO communicator packages and send the detected target coordinate and slice data
and the auxiliary data to the DSP via the SRIO interface.
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The DSP implementation consists of the target tracking module, the SRIO commu-
nicator, the stellar target suppression module, the target feature extraction module, and
the command analysis unit. The SRIO communicator receives the detected target data
and sends them to the target tracking module. The target tracking module adopts the
Kalman filter and Hungarian matching algorithm to predict the target state and associated
trajectories. The target coordinate data are stored in the internal data memory and read
by the target tracking module when updating and associating the target trajectories. The
stellar target suppression module uses the real-time satellite attitude data in the auxiliary
data package to classify the sidereal and space targets. The feature information of the
identified space target are calculated by the target feature extraction module, including
the local SNR, the type of targets, and the azimuth and pitch angle. Then, the processing
results are packaged and sent to the FPGA chip by the SRIO communicator. The data cache
and output buffer in FPGA consolidate the detected results and send them to the integrated
control system via the LVDS interface.

4.2. FPGA Implementation

The essential task of the target detection module is to run the LFC algorithm for the
optical image sequences. After receiving the image from the space-based image acquisition
system through the LVDS interface, FPGA executes the target detection module. The
process of the target detection module is illustrated in Figure 7. This module contains
five processing stages, including image down-sample, LFC filter, threshold segmentation,
connected domain notation, and target centroid extraction. FPGA loads configuration data
from Flash by self-starting. After sufficient testing and debugging, software configuration
data with default parameters are burned into Flash. During the operation of the system,
we can send relevant instructions via UART (universal asynchronous receiver/transmitter)
to modify the algorithm parameters.

The hardware architecture of the LFC filter stage is shown in Figure 8. This module
will perform the filtering operation in parallel for each pixel during the LFC filter stage. In
detail, we split the n×m filter window from the image pixel stream centered on the point
(x, y). The filter window is scanned across the image in Figure 8a from top to bottom and
left to right. To quickly calculate the grayscale average value and standard deviation of the
filtering region, the filtering window is divided into nine image blocks.
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This module runs related calculations for the divided image blocks in parallel, as
depicted in Figure 8b,c. Then, a series of calculating operations mentioned in Section 3 are
also performed for the filtering window. Finally, the LFC value of the center point (x, y) is
calculated, as shown in Figure 8d.

In the hardware implementation, the sliding window size of the LFC filter is set to
9 × 9. In practical scenarios, the projection area of the target on the detector may expand,
given the target movement and the change of detector lens parameters. As shown in
Figure 9, the uneven grayscale distribution and threshold segmentation processing of large
targets may lead to the segmentation of one target into several targets, which increases the
difficulty of subsequent target tracking. However, by altering the size of the image filter
window, the proposed algorithm might be able to adapt to the target size variation.
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Figure 9. Region of the large target and adjacent neighbor before and after the down-sample operation:
(a) the region of the large target and adjacent neighbor; (b) the 3D plot of the large target; (c) the
saliency map of the large target; (d) the region of the large target and adjacent neighbor after the
down-sample operation; (e) 3D plot of the large target after the down-sample operation; (f) the
saliency map of the large target after the down-sample operation.

This will increase the difficulty and cost of the hardware implementation for the
detection algorithm. To guarantee the precision and processing speed of target detection,
the image downscaling stage executes the down-sample operation on the optical image
sequence. We also apply the same scale LFC filter operation to the down-sampled image to
extract large-size targets. As shown in Figure 9, the large targets can be accurately detected
after the down-sample operation. Since the processing of original and down-sample data is
independent, the two LFC filtering procedures for these images are executed concurrently
in the FPGA implementation.

After the image LFC filter, the adaptive threshold segmentation is conducted on the
local feature contrast image to extract the potential target. The selection of the adaptive
segmentation threshold is discussed in Section 5.3. Then, this module applied the scanning
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line technology to label the connected domain of the target. The distance-weighted centroid
method is also adopted to calculate the target centroid coordinate data. Finally, we can
obtain the detection target coordinate data based on the original and down-sampled images.
The target centroid coordinates and the slice data segmented according to the coordinate
data are packaged and sent to the DSP processor.

4.3. DSP Implementation

The flowchart of the software in the DSP system is shown in Figure 10. The DSP
system mainly performs image processing tasks such as the multi-frame association of
detected targets, matching update of candidate trajectories, stellar target suppression, and
target feature calculation.
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We employ the main Core 0 for software program development and use the kernel’s
local L2 SDRAM and MSM SDRAM as data storage because the DSP software processing
tasks in this system are relatively simple and the amount of data processed is small. The
peripheral interfaces of other cores are turned off to reduce system power consumption.
The DSP is started by SPI boot mode, and the configuration interface is connected to the
FPGA. The FPGA realizes the option of the SPI configuration mode by controlling the
high and low levels of the configuration interface. After the DSP is powered up in the
prescribed order and the configuration mode is set up, it reads the program data through
the SPI interface and loads it into the program storage space in the core and starts to run
the program. After sufficient testing and debugging, the DSP software program is written
into FLASH, and it comes with a set of default algorithm parameters. During the process
of software operation, we can send the relevant execution through the UART interface to
change and optimize the algorithm parameters to achieve the optimal processing effect.

When the DSP system completes the program loading and system initialization, it
enters the idle state and waits for the SRIO doorbell interrupt. After the FPGA completes
the candidate target extraction of a frame image, the detection result data package is
written to the memory of the DSP through the SRIO interface, and the doorbell signal is
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delivered to the DSP after the data transmission is completed by the FPGA. The DSP starts
the processing of the candidate target data for the current frame under the trigger of the
doorbell interrupts. Firstly, the software parses the candidate target data and auxiliary
calculation data in the data packet according to the relevant protocol. The software updates
the candidate target data and auxiliary calculation data in the packet to the corresponding
storage array. Then, the software calls different functions according to the processing stage
to associate the target. In the initial tracking stage, the software performs multi-frame
correlation to confirm the real target for multiple consecutive frames of candidate targets.
In the middle tracking stage, the software creates the tracking trajectory for the real targets
and predicts their motion state in subsequent frames. In the subsequent stable tracking
stage, multi-frame association and trajectory association operations are alternated between
the candidate target queue and the trajectory sequence, and for the trajectory sequence, the
software discriminates the type of the target and suppresses the stellar target to confirm
the real space target. Finally, after continuous multi-frame stable tracking correlation and
recognition, the feature data of the real target are calculated by the software, packaged,
and sent to FPGA. If there is no target in the current frame that is judged to be the true
target, the relevant data are not sent. The software enters the idle state after completing the
processing of the current frame.

4.3.1. Target Tracking Module

In the DSP implementation, the target tracking module predicts the candidate target
state prediction and associates the tracking trajectories with the detected target sequence.
Figure 11 illustrates the block diagram of this module. Firstly, this module executes the
multi-frame association before the tracking trajectory update to suppress noise points. It
calculates the distance between targets in the current frame detected target sequence and
the former target sequence in the candidate target queue. When the separation between
the targets is below a predetermined threshold, the target is considered a potential target,
and the coordinates of the latest frame are updated to the candidate target queue. The
target data in the detected target sequence are directly updated to the candidate target
queue when the system first receives the target data. This module generates the associated
tracking trajectory for subsequent target state prediction and trajectory association when
the target in the candidate target queue has more occurrences than a set threshold. In
detail, we use the Vision Library, a collection of optimized computer vision algorithm
libraries developed by Texas Instruments for digital media processors. It contains the Ap-
plication Programming Interface for Kalman filter algorithms, which can quickly perform
complex function operations in hundreds of machine cycles. The VLIB_kalmanFilter_2 × 4
is the structural variable type used for the Kalman filter calculation with two-dimensional
observation and four-dimensional state vectors. This module creates the corresponding
VLIB_kalmanFilter_2 × 4 structural variable for each tracking trajectory, which is conve-
nient for calling the predict and correct API function to achieve the prediction and state
update of the tracking trajectory.

Moreover, this module employs the Hungarian matching algorithm to associate the
tracking trajectory queue and the detected target sequence. The distance between the
tracking trajectory predicted sequence and the detected target sequence is calculated and
integrated into a distance matrix used as the weight of trajectory matching. The Hungarian
matching algorithm uses a recursive method to find the path with the maximum expectation
value to match the trajectories with the target sequence. The detected target sequence of
each frame image is preferentially associated with the tracking trajectories in this module.
Moreover, in the multi-frame association stage, the targets in the detected target sequence
that successfully matched the tracking trajectory are not associated with the candidate
target queue.
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4.3.2. Stellar Target Suppression Module

After the latest tracking trajectories of the candidate targets are associated and updated,
the potential target type needs to be confirmed, as mentioned in Section 2. The stellar
target suppression module, which predicts the target position using the real-time satellite
attitude data to classify the stellar targets and space targets, is shown in Figure 12. In the
implementation, in order to eliminate the influence of platform jitter on the detection results,
the historical coordinate data in the candidate tracking trajectory are utilized to identify the
target type. As shown in the diagram, this module computes the target coordinate data
relative to the Earth by using the image plane coordinate data and the satellite platform
attitude data. Each frame’s satellite platform attitude data are included in the auxiliary
package transmitted together with the detected target package sent by FPGA. Moreover,
the predicted target coordinate data at time n in the image coordinate system could be
calculated with the attitude data of the satellite platform at time n. The mean value of the
difference between the target actual coordinate and the predicted coordinate calculated is
used to judge whether the target is a real space target or not. In detail, this module begins
to classify the type of candidate target for each tracking trajectory when its length surpasses
a specific value. The threshold value that determines the target type also can be changed
by sending instructions from the integrated management system.
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5. Experiment

The hardware architecture described in Section 4 was implemented on a dedicated
embedded image processing platform. The pictorial diagram of the platform is shown
in Figure 13. The architecture was implemented using Verilog and C. To better evaluate
the performance of the target detection algorithm, the simulations were conducted using
Matlab2018b in the Win10 system, using an i7-10750H CPU with 2.6 GHz and 16 GB of
main memory. The remainder of the section is organized as follows. First, the optical image
dataset used in the experiment is described. Then, we assess the proposed architecture
regarding the target detection rate, the efficiency of the stellar target suppression algorithm,
and the target angle calculation accuracy. Finally, we present an evaluation of processing
efficiency for the hardware implementation.

5.1. Experimental Dataset

To validate the detection performance of the proposed algorithm, we use the simulated
and real image sequences. The simulated image dataset comprises image sequences of
the wide and narrow field of view, of which the image size is 1024 × 1024 pixels and the
grayscale value is 12 bits. The simulated images whose background is the deep space
background contain stellar targets and moving space targets that simulate the space optical
image in space-based scenarios. The motion attitude data of the satellite platform are
synchronously generated with the image sequences.
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Furthermore, the real image data are captured by two cameras of the space-based
optical image acquisition system introduced in Section 4 in the ground simulation scenario.
The wide and narrow field-of-view camera covers the range of 90◦ × 90◦ and 8◦ × 8◦ field
of view, respectively. The image size and pixel gray level are the same as the simulated
image. The real image data are taken on a clear cloudless night, and the camera is placed
vertically on the ground, capturing the sidereal points and the unmanned aerial vehicle
and civil aviation aircraft targets that simulate the moving space target under the night
sky background. The image dataset introduced in detail in Table 1 contains two groups of
simulated image sequences and two groups of real image sequences.

Table 1. Details of the space target image sequences.

Sequence Frame Field View Background Details Target Details

Seq.1 300 Wide field Simulated deep space background;
random noise Simulated target; 3 × 3

Seq.2 300 Narrow field Simulated deep space background;
random noise Simulated target; 3 × 3

Seq.3 300 Wide field Real background; sky Civil aviation aircraft; 3 × 3
Seq.4 300 Narrow field Real background; cloud and sky Unmanned aerial vehicle; 12 × 12

5.2. Target Detection and Tracking Experiment

In this section, we evaluate the performance of the proposed space target detection
and tracking algorithm, including the accuracy of target detection, the efficiency of tar-
get tracking, and the accuracy of the stellar target suppression algorithm, by using the
simulated and real image sequence.

First, we evaluate the proposed target detection algorithm using the four groups of
image datasets mentioned in the previous section. To quantitatively assess the performance
of the detection algorithm, we use two evaluation criteria: the detection probability and the
false alarm rate. The detection probability Pd and false alarm rate Pf are defined as
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Pd =
Nd
Nt

(43)

Pf =
N f

Np
(44)

where Nd represents the number of the true detected targets, Nt denotes the number of real
targets, N f indicates the number of false targets, and Np denotes the total number of pixels
in the processed images. Meanwhile, we present the receiver operating characteristic (ROC)
curves and calculate the area under the curve (AUC) to intuitively appraise the algorithm’s
performance. The ROC curve could illustrate the corresponding relationship between the
detection probability and the false alarm rate, which is one of the quantitative methods to
evaluate detection efficiency. The closer the curve is to the upper left corner, the better the
algorithm performs.

Simultaneously, the proposed algorithm is compared with state-of-the-art small target
detection algorithms, including the multiscale tri-layer local contrast measure (TLLCM)
and the weighted strengthened local contrast measure (WSLCM) [55]. Figure 14 shows the
ROC curves of these three algorithms for four groups of space optical image sequences. As
shown in Figure 14a, the proposed method obtained a Pd exceeding 95% when Pf reached
10−4. As shown in Figure 14c,d, the proposed and comparative algorithm could reach
95% Pd when Pf < 10−6. As shown in Figure 14b, both the proposed algorithm and the
comparison algorithm reach 95% Pd when the Pf does not exceed 10−4. Since the target is
weak, the performance of the proposed algorithm is slightly inferior to that of WSLCM.
The area under the curve (AUC) can further be used to evaluate the performance of the
target detection method and provide a more comprehensive comparison. The results of
AUC are shown in the figure. The AUC values of the proposed method were 0.9759, 0.9819,
0.9843, and 0.9919. In contrast to Seq.2, the proposed algorithm obtains the maximum AUC
value on the other three datasets. The experimental results show that compared with other
algorithms, the energy accumulation step in the proposed algorithm enhances the target,
achieving a better target detection performance and ensuring the algorithm implementation
detection efficiency.

The adaptive segmentation threshold is a significant factor that decides the accuracy of
target detection. Figure 15 demonstrates the detection rate and false alarm rate performance
of the algorithm on four sequences under different values of the parameter k1. Figure 15a
indicates that when the parameter k1 is between 30 and 50, the target detection rate exceeds
95%, which is sufficient for practical applications. When the parameter k1 is less than 35,
the Pf is less than 10−4, which satisfies the majority of application requirements, as shown
in Figure 15b. In conclusion, we recommend that the parameter k1 should have a range
of values between 35 and 50, so that the detection performance can attain over 95% Pd
and Pf < 10−4.

After this, we performed a series of experiments using the simulated wide-field and
narrow-field image sequences. There are twenty to thirty sidereal points and one space
target setting in the two simulated groups of image sequences. The wide- and narrow-field
image detection results are shown in Figure 16a,b. It can be seen from the figure that the
detection algorithm can accurately detect space targets and stellar points. For the target
sequence of each image frame, we created the corresponding tracking trajectory to track
the target. When the number of consecutive occurrences of the target is greater than seven,
the satellite attitude data generated via simulation are used to classify the space target and
the sidereal points of the track trajectories. The results of trajectory tracking and stellar
target suppression can be seen in Figure 16b,c, and the efficiency of target tracking after the
stellar target suppression is shown in Figure 16e,f. The results show that the algorithm can
successfully identify space targets.
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Figure 16. Simulation image detection and tracking results. (a) Target detection results of Seq.1
(left upper corner is space target area slice); (b) trajectory tracking results of Seq.1 (red is space
target trajectory, white is star trajectory); (c) tracking trajectory result of Seq.1 after the stellar target
suppression; (d) target detection results of Seq.2 (upper left corner is target area slice); (e) trajectory
tracking results of Seq.2; (f) tracking trajectory result of Seq.2 after the stellar target suppression.

In addition, to illustrate the effect of the stellar target suppression algorithm, we
define the detection probability and false alarm rate based on the whole image sequence to
quantitatively evaluate the stellar target suppression algorithm. The detection probability
Pt and false alarm rate Fa are defined as

Pt =
Nrd
Nrt

(45)

Fa =
Nr f

Np f
(46)

where Nrd represents the number of detected frames of real space targets, Nrt denotes
the frame number of real space targets, Nr f represents the number of detected frames
of false space targets, and Np f denotes the total number of frames in the sequence of
images. Table 2 shows the calculation results of this algorithm’s detection rate and false
alarm rate on two sets of simulated image sequences. The target tracking stage monitors
potential targets in multi-frame optical image sequences and suppresses the stellar targets
using platform attitude data and historical coordinate data that can reflect target motion
differences. The experimental results show that this stage achieves high-precision detection
of real space targets.
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Table 2. Detection probability and false alarm rate of the stellar target suppression algorithm on
different image sequences.

Sequence Pt Fa

Seq.1 91.72% 1.33%
Seq.2 97.25% 0%
Seq.3 80.9% 0%
Seq.4 95.67% 0%

We also conducted relative experiments for the real image set, including space target
detection, tracking, and stellar target suppression. First, we perform the target detection
experiment on the image sequence. Besides the target detection of the original image, we
also detect the target in the down-sample real image sequence, which is used to realize
the detection of large-size targets. As shown in Figure 17e, when the target is close
to the detector, the number of pixels occupied by the target on the detector plane will
increase, leading to the algorithm marking one target as two targets. The down-sample
processing step of the image reduces the area of the big target to ensure the accuracy of
the target detection. Specifically, this step reduces the image size from 1024 × 1024 pixels
to 256 × 256 pixels by sampling the original image every four pixels. The target can be
down-sampled from 12× 12 to 3× 3 by quadrupling this down-sample rate. The hardware
implementation of the detection algorithm’s filter window can accurately detect targets
with a diameter of less than 3, and after down-sampling, the diameter of targets with a
diameter of 4 to 12 is reduced to between 3 and 1, allowing our hardware implementation to
also accurately detect the target. A target with an area greater than 12× 12 is not considered
in this paper. The detection results of the original image and down-sampled image are
shown in Figure 17. We obtain two sets of target sequences after the space detection of the
original image and the down-sampled image. A fusion operation is executed to merge the
two target sequences.
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Figure 17. Real image detection and tracking results: (a) the detection results of the original image
and the down-sampled image of Seq.3; (b) the fusion results of the dual-size target detection results
of Seq.3; (c) trajectory tracking results of Seq.3; (d) tracking trajectory results of Seq.3 after the stellar
target suppression; (e) the detection results of the original image and the down-sampled image of
Seq.4; (f) the fusion results of the dual-size target detection results of Seq.4; (g) trajectory tracking
results of Seq.4; (h) tracking trajectory results of Seq.4 after the stellar target suppression.

The detection results are shown in Figure 17b,f, and the large target is marked as one
target after fusion. We create the corresponding tracking trajectories for the target sequence
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in the target tracking experiments. When the length of the tracking trajectory is greater
than 7, we use the simulated satellite attitude data to classify the space targets and sidereal
points in the trajectory sequence. The target tracking results are shown in Figure 17c,g,
in which the white trajectories belong to sidereal points and the red one belongs to the
simulated space target (UAV and aircraft) trajectory. The results of target tracking after the
stellar target suppression are shown in Figure 17d,h. It can be seen from the figure that the
stellar points and space targets are precisely distinguished using the difference in motion
between them. Table 2 also shows the stellar target suppression results of the proposed
algorithm on the real image sequences.

Finally, the target angle information of the space target is calculated. The accuracy of
the target angle measurement method will also be calculated in the following experiment.
For the wide-field camera with a 90◦ × 90◦ field of view, camera distortion correction
is required to ensure the accuracy of the angle calculation before performing the target
angle calculation. The specific correction scheme is as follows. The camera is mounted
on a two-dimensional rotating platform, and a point target is set in front of the rotating
platform to simulate a space target. The correction method is shown in Figure 18a. First,
we calculate the mounting matrix of the camera, in which the rotating platform rotates to
the corresponding angle according to the set angle sequence. The camera acquires 25 target
images of the angle near the center point to generate a set of image sequences. We extract
the coordinates of 25 target points and fit the camera mounting matrix using these points.
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Then, the rotating platform also rotates to the corresponding angle according to the
set angle sequence, and the camera acquires 225 setting target points images to generate a
set of image sequences. We also detect and extract the coordinates of target points for the
acquired image sequence, and the collated sampled point grid image is shown in Figure 19a.
Due to the barrel distortion of the wide-field camera, the target’s actual imaging position is
often not in the ideal projection model coordinates. Consequently, we use the target ideal
coordinate sequence and the actual imaging coordinate sequence to generate the inverse
distortion model. The grid of sampling points corrected by the inverse distortion model
is shown in Figure 19b. To verify the accuracy of this inverse distortion model, we take
images of 25 test target points. The target points are detected using the proposed algorithm,
and the azimuth and pitch angle are also calculated using the inverse distortion model. The
measured angle results of the test target point before and after the distortion correction are
shown in Figure 19c,d. The red star mark in the figure is the angle value calculated using
the imaging position of the target image plane, and the blue is the actual angle value of
the target. As shown in the figure, the azimuth and pitch angle of the target are accurately
calculated after the aberration correction. The average angle measurement error is 0.1334,
and the maximum value of the side angle error is 0.2419. The angle measurement accuracy
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can reach 99.73%. The formula of the side angle error φ and the angle measurement
accuracy ε are as follows.

φ =

√
(θi − θr)

2 + (ϕi − ϕr)
2 (47)

ε = 1− φ/FOV (48)

where (θi, ϕi) denotes the actual value of the azimuth and pitch angle of the target point,
(θr, ϕr) represents the corrected value of the calculated azimuth and pitch angle of the
target point after the distortion correction operation, FOV denotes the camera field of view,
and ε is the angle measurement error.
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Figure 19. Wide-field camera distortion correction results. (a) Distribution of scanned target imaging
position and theoretical position before aberration correction; (b) distribution of scanned target
correction position and theoretical position after aberration correction; (c) calculated and actual
angles of test target points before distortion correction; (d) calculated and actual angles of test target
points after distortion correction.

5.3. Hardware System Computational Performance Analysis

In this section, we conduct several experiments to evaluate the proposed implementa-
tion’s computational performance and operational efficiency. As described in Section 4, the
proposed target detection algorithm is implemented on the Xilinx Kintex-7 FPGA with the
specific hardware resource consumption rates shown in Table 3. We utilized these resources
in the FPGA implementation to optimize the design. Table 4 reports the processing time and
power consumption obtained for the hardware implementation of the proposed algorithm
on the considered FPGA and DSP architecture. The single-frame image processing time
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measured in the FPGA is only 22.064 ms. Therefore, the designed space target detection
architecture can realize a processing speed of 45 frames per second. In experimental tests,
the power consumption of DSP and FPGA is 7.02 W and 6.168 W, respectively, and the
overall power consumption can be controlled within 15 W, which satisfies the space-based
platform application requirements.

Table 3. Summary of resource utilization for the FPGA implementation of the proposed target
detection algorithm.

Component Number of
LUTs

Number of
FFs

Number of
BRAMs

Number of
DSPs

Number of
BUFGs

Units 4.9999 6.1274 233 53 22
Percentage 24.53% 15.03% 52.36% 6.31% 68.75%

Table 4. Processing time measured for space detection and tracking method in the hardware system.

Hardware
Platform

Processing
Time

Clock
Period

Hardware Operation
Frequency

Hardware Power
Consumption

FPGA 22.046 ms 1,102,300 50 MHz 7.02 W
DSP 0.5946 ms 595,460 1000 MHz 6.168 W

Finally, we use the simulated image sequences Seq.1 and Seq.2 to evaluate the perfor-
mance of the hardware implementation for target detection and tracking. The experiment
results of the target detection and stellar target suppression are shown in Table 5. Due
to the complexity of implementation, we have not drawn the ROC curve on the FPGA
implementation program. The threshold of the adaptive segmentation algorithm is set
between 10 and 20 for testing. Finally, a detection rate of 96.36% can be achieved when the
false alarm rate is less than 0.4% during the detection stage of the FPGA implementation.
The stellar suppression algorithm of the target tracking algorithm module implemented by
DSP can accomplish an average detection rate of 87.8% for actual space targets in sequence
images. The DSP implementation is inferior to that of the PC platform. The primary reason
is that the multi-frame correlation module will confirm the target in the first few frames
of the target. The target tracking stage of the DSP implementation will execute the stellar
suppression algorithm when the tracking trajectory length exceeds a certain threshold.
Consequently, the detection rate will be low in the early stages of tracking and will increase
as the trajectory length increases.

Table 5. The result of the hardware implementation for the proposed algorithm.

Hardware Platform Sequence Seq.1 Seq.2

FPGA
implementation

Pd 97.37% 96.36%
Pf 0.0332% 0.0335%

DSP implementation Pt 87.27% 88.33%
Fa 0% 0%

6. Discussion

In this paper, a space target detection and tracking model is presented with its hard-
ware implementation scheme. A dim small space target detection approach is proposed
in the target detection stage, which improves the local contrast method. According to the
experimental results on the real and simulated image datasets, as illustrated in Figure 14,
its detection performance is stronger than that of TLLCM and WSLCM. In detail, our algo-
rithm can obtain 95% Pd when Pf < 10−4 on all sequences. The target detection method is
implemented on an FPGA, and Tables 3–5 reveal the resource and time consumption and
the experimental results. The target detection software is self-started by the FPGA, and
the segmentation parameter will remain constant for a while. The detection performance
is significantly impacted by the selection of the adaptive segmentation threshold. On the



Remote Sens. 2023, 15, 3156 32 of 34

one hand, we define the default threshold using the results of the PC platform. On the
other hand, the detection rate and false alarm rate information are calculated with the
output of the detection results from the FPGA, and the best detection effect can be obtained
by appropriately modifying the segmentation threshold parameters in accordance with
the detection effect. Furthermore, the hardware development could complete the target
detection of a single frame image in 22 ms thanks to the parallel processing capabilities of
FPGA, which guarantees real-time performance of image processing.

The Kalman filter algorithm and the Hungarian matching algorithm collaborate at
the target tracking stage to stabilize the tracking target. The experimental results of the
model and the detection effect are displayed in Figure 17 and Table 2. The satellite’s
attitude data are easily obtained on the space-based platform. Given that attitude data
undoubtedly contain errors, we begin the stellar suppression algorithm once the tracking
trajectory reaches a particular threshold to avoid the effects of incorrect attitude data on the
star suppression effect. We utilize simulated attitude data for the experiment on the PC
platform, and the threshold is set at 8 since the simulated data error is minor. On the one
hand, calculation errors due to platform differences may have an impact on the detection
effect. On the other hand, employing more frames of historical target coordinate data for
statistics can eliminate the calculation error caused by attitude data error and ensure the
target’s detection rate in the actual space-based scene. In order to provide accurate target
angle information, we also present a distortion correction scheme for the large field-of
view-optical lens. As illustrated in Figure 19, the distortion correction scheme could reduce
the angle measurement error to less than 0.3%.

In conclusion, the experimental results validate the efficacy and viability of the model
and hardware architecture and confirm that the processing system is capable of real-time
space target detection and tracking, thereby meeting the requirements of the space-based
platform application.

7. Conclusions

In this paper, a multi-stage joint detection and tracking model is developed to solve
the problem of space target detection and tracking in the deep space background and
a hardware implementation of this model for space-based surveillance applications is
provided. The experiments conducted with the simulated and real image sequences
demonstrate that the proposed implementation can lead to improvements in detection
accuracy while maintaining real-time processing speed. However, the proposed model
may not have a good detection performance for low SNR targets and depends on real-
time satellite attitude data. In future work, we will improve the method to address these
shortcomings and apply it in other complex scenarios.
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