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Abstract: The technology of infrared dim- and small-target detection is irreplaceable in many fields,
such as those of missile early warning systems and forest fire prevention, among others. However,
numerous components interfere with infrared imaging, presenting challenges for achieving successful
detection of infrared dim and small targets with a low rate of false alarms. Hence, we propose a new
infrared dim- and small-target detection network, Multiscale Feature Extraction U-Net for Infrared
Dim- and Small-Target Detection (MFEU-Net), which can accurately detect targets in complex
backgrounds. It uses the U-Net structure, and the encoders and decoders consist of ReSidual U-block
and Inception, allowing rich multiscale feature information to be extracted. Thus, the effectiveness
of algorithms in detecting very small-sized targets can be improved. In addition, through the
multidimensional channel and spatial attention mechanism, the model can be adjusted to focus
more on the target area in the image, improving its extraction of target information and detection
performance in different scenarios. The experimental results show that our proposed algorithm
outperforms other advanced algorithms in detection performance. On the MFIRST, SIRST, and
IRSTD-1k datasets, we achieved detection rates of 0.864, 0.962, and 0.965; IoU values of 0.514, 0.671,
and 0.630; and false alarm rates of 3.08 × 10−5, 2.61 × 10−6, and 1.81 × 10−5, respectively.

Keywords: convolutional neural network; multiscale features; infrared image; small-target detection

1. Introduction

Infrared detection systems can distinguish between a target and its background by
collecting the different radiation signatures and comparing between the two. They are a
type of passive detection system able to work under all-weather conditions without being
influenced by light and can realize long-distance detection with high detection accuracy.
As they are not affected by the shortcoming of interference from other electromagnetic
waves, in contrast to detection based on radar and visible light, they have become one of the
important means of acquiring strategic perception data, experiencing very high application
in both military and civil contexts [1]. However, in practical applications, such as involving
guidance, early-warning, airborne, or satellite surveillance, the very long distance of targets
from the detector results in them representing a very small percentage of the image output
from the detector; at the same time, such targets are generally not the brightest in the image
due to the effect of atmospheric scattering and absorption, and this kind of typical target is
usually referred to as an infrared dim and small target (IDST) [2].

IDSTs usually present as a speckle in the image, thus lacking geometrical and textural
feature information, and the target is often submerged in the background, which makes
it impossible to extract the target through global grayscale characteristics [3]. Compared
with sky and sea backgrounds, ground backgrounds are more complex, and there are
often sources of interference, such as noise and small edges, close to the IDST in the
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background, which will lead to a more complex and variable grayscale distribution in the
target neighborhood. All these factors lead to IDSTs being difficult to detect. Therefore,
IDST detection represents both a difficulty and a hotspot in the field of target detection.
The ability to function under real-time detection conditions is an important application
requirement in the practical projects of detection algorithms, which have high research and
application value in many fields [4].

Numerous traditional target detection algorithms have previously been proposed by
researchers [5]. Filter-based methods use a specific filter that can eliminate the background
of the infrared image to detect the IDST. Filter-based methods require less computation
but have low efficacy. They can thus only be used in specific scenes to suppress the
background of a gentle change and cannot solve the problem of complex background [6].
The LCM-based methods take advantage of the difference in gray values between the target
and the background to boost the gray values of the target while reducing those of the
background, but good detection results can mostly only be obtained when there is high
image contrast, so the algorithm’s generalization ability is poor, and it cannot be effectively
applied to complex backgrounds [7]. Data structure-based methods mainly transform the
IDST detection problem into a convex optimization problem with low-rank and sparse
matrix recovery. This type of algorithm has good applicability to images with complex
backgrounds. However, the algorithm is very computationally intensive, so it is not suitable
for imaging in real-time applications where latency is significantly compromised [8].

Due to the many advantages of deep learning-based algorithms, numerous researchers
have proposed their use in IDST detection [9]. Since the size of an IDST is very small, and
they are very sensitive to bounding box perturbation, image segmentation methods are
adopted in most approaches for IDST detection such that more fine target information
can be obtained [10]. In order to detect very-small-size and general-size targets, some
algorithms enhance the information fusion between different layers so they can extract
the information for different sizes and improve the detection effect for differently sized
targets [11]. Due to the sparse nature of IDSTs, some algorithms enhance the visibility
of targets by suppressing the background [12]. There are also algorithms that use GAN
networks to separately address the problem of missed and false alarms, using different
generators to address the difficult balance between them [13].

The existing IDST detection algorithms still have some limitations. The traditional
methods are overly dependent on a priori knowledge and have poor detection performance
in real scenes [14]. Although the above deep learning algorithms have achieved good
detection results, most cannot achieve a good balance between the detection rate and
the false alarm rate. In addition, some algorithms with insufficient generalization ability
can only be used with specific datasets and cannot meet the requirements for real-scene
detection [15].

In this paper, we propose a new convolutional network-based system for IDST detec-
tion: the Multiscale Feature Extraction U-Net for Infrared Dim- and Small-Target Detection
(MFEU-net). The network uses U-Net, and ReSidual U-block (RSU) and Inception modules
are introduced in the encoders and decoders to extract multiscale feature information,
making it possible to detect very small IDSTs. There are multidimensional channels and
spatial attention mechanisms in each encoder and decoder, and the global information is
extracted by the attention mechanism such that the model can give a greater weight to the
target area, thereby improving the ability of the model to adapt to different scenarios as
well as the detection performance with complex backgrounds. The algorithm proposed in
this paper has the lowest leakage detection rates and false alarm rates.

Overall, the main contributions of this paper are as follows:
(1) We design a multiscale feature extraction network using a combination of ReSidual

U-block (RSU) and Inception, which enables the network to have different receptive fields
at one level, allowing the network to adapt to scenarios containing targets of different sizes;
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(2) We design a multidimensional channel and spatial attention mechanism (MCSAM)
that can make full use of the different information in the feature map and more effectively
determine the region where the target is located;

(3) Compared to other state-of-the-art algorithms, our algorithm achieved better
detection results on different datasets.

2. Materials and Methods
2.1. Related Work
2.1.1. IDST Detection

Traditional single-frame IDST detection methods can be divided into filter-based
methods, local contrast measure (LCM)-based methods, and data structure-based methods.

Filter-based methods can be divided into spatial- and transform-domain filtering.
In the spatial-domain filtering methods, a specific filtering kernel is used to remove the
background in the infrared image [16]. For these methods, start by designing a filter
kernel based on the characteristics of the background and the target to eliminate the
background, then use the estimated background to perform a difference operation with
the original image, and finally threshold the difference image to segment and detect IDSTs.
With the frequency-domain filtering approach, the background is considered to be low
frequency and the target to be high frequency, and by designing an appropriate high-pass
filter, the low-frequency background and the high-frequency target can be separated [17].
Overall, filtering-based methods require less computation but have low efficacy, being only
applicable to scenes with very little background change. Thus, they cannot be used to solve
the problem of complex backgrounds and, moreover, have high false alarm rates and poor
algorithm robustness [18].

The LCM-based algorithm uses the different gray values of the target images and
other images to calculate different gain factors such that the difference between the two
can be increased, making the target more prominent [19]. In the LCM approach, a kernel is
used to traverse the entire image, multiplying the gray value at the center of the kernel by
the ratio of the center gray value to the average gray value of the surrounding area, and
when the center gray value of the kernel greatly exceeds the surrounding gray value, the
center of the kernel is considered to be the target, and a saliency map can be obtained. Then,
the small targets are segmented in the saliency map via thresholding. Finally, the position
of the targets in the saliency map must correspond to the original image to achieve IDST
detection [20]. The key to this algorithm is the way in which the saliency map is acquired,
which will greatly affect the algorithm’s performance. These LCM-based methods can be
used to suppress background enhancement targets through certain means, but most them
can only detect targets when there is high image contrast, and the generalization ability of
the algorithm is poor, so it cannot be effectively applied to complex backgrounds [21].

The methods based on image data structure involve transforming the small-target
detection problem into a convex optimization problem for low-rank and sparse matrix
restoration based on the sparsity of the target and the low rank of the background [22].
These algorithms are based on the two prerequisites of having few targets and strong
background correlation in infrared images, so when these two conditions are not met, these
algorithms are much less effective in detection. The methods based on image data structure
have good applicability for images with fewer targets and complex backgrounds, but these
algorithms will have leakage detection in the case of more targets, and the computational
weight is very high, so they are difficult to apply to remote sensing images [23].

Deep learning algorithms can realize complex nonlinear computations and surpass
traditional algorithms in many areas, so they are increasingly being applied in IDST
detection [24].

Wang et al. used two independent generators, each accomplishing the task of reducing
false alarms and missed detections, and the two models were based on a contextual
aggregation network that could utilize different feature information, thus achieving low
rates of missed detections and false alarms in IDST detection [25]. In addition, they



Remote Sens. 2024, 16, 643 4 of 20

published a large synthetic IDST detection dataset that can be used in advancing the
development of IDST detection algorithms.

Lee et al. incorporated fusion and augmentation modules at each level of the network,
and through repeated augmentation and fusion, different levels of information could be
fused to retain more information about the target [26]. However, it was necessary to retain
many of the previous feature maps, thereby consuming high amounts of storage resources,
which poses a problem for practical use.

Chen et al. designed a global attention mechanism that can be used to separately
extract local and global features, eliminate most of the background pixels, and highlight
the target location; by fusing global and local features, the target can be detected using
multiscale information [27]. However, its post-processing is complex, blurring the target
with loss of detailed information.

Hou et al. utilized ResNet to extract features in the form of groups, making it possible
increase the weight of important groups; furthermore, the addition of a fully connected
layer to the jump connections of U-Net allows the network to extract global information to
improve target extraction [28]. However, the use of the mean square error (MSE) as a loss
function results in the network being prone to predicting the target as background during
training due to the imbalance in positive and negative samples.

Yu et al. proposed a multiscale local contrast learning mechanism, which can generate
multiscale local contrast feature maps during the training process such that more detailed
information about the target can be extracted, enabling the network to better localize
the target position [29]. However, the use of normal convolutional layers and dilation
convolution to extract local information introduces a grid effect when the dilation parameter
is excessively large, which tends to result in the loss of target information.

2.1.2. Attention Mechanism

In deep learning, an attention mechanism (AM) can be used to ensure neural networks
prioritize important regions when processing data by mimicking the human visual and
cognitive systems and adding different weights to different regions in the feature map [30].
By introducing an attention mechanism, different regions of the input feature map can
be multiplied by different weighting factors, and the neural network is able to focus on
important local information from the global information and more important information
can be extracted by the network such that the model can make more accurate predictions
or classifications without consuming more computational and storage resources. There-
fore, AMs have been widely used in deep learning networks, such as SE-Net, ECA-Net,
CBAM, etc. [31].

Squeeze-and-Excitation Networks (SE-Nets) [32] are representative of work in the
field of CV where the attention mechanism is applied to the channel dimension. They have
a simple and effective structure and can adaptively adjust the feature responses between
channels by means of feature recalibration. This network extracts global information using
the global average pooling operation and downsamples all feature maps to a single point.
After that, it utilizes a two-layer multilayer perceptron network to change the weights of
different regions. The sigmoid activation function is then used to generate the channel
weights, after which the Hadamard product is computed with the input to obtain the
channel-weighted feature map.

Efficient Channel Attention (ECA-Net) [33] is an improvement of the feature trans-
formation part of SE-Nets. The channel information interaction of SE-Nets is realized
through the full connection, which damages a part of the feature expression in the process
of downscaling and upscaling, while ECA-Net utilizes one-dimensional convolution to
realize channel information interaction, which significantly reduces the computational
complexity, basically with no loss of performance.

The Convolutional Block Attention Module (CBAM) [34] can be understood as adding
a spatial attention module (SAM) to an SE-Net, which separately calculates weights in the
channel and spatial domains, allowing it to more precisely localize the region where the
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target is located compared to a single-channel attention mechanism. A SAM generates
two feature maps containing different global information through two pooling operations,
which are concatenated together and then fused by a 7× 7-sized convolutional layer. Finally,
a sigmoid operation is performed to generate a weight map, after which the Hadamard
product is computed from the original input feature map to enhance the target region.

2.2. Method
2.2.1. Overall Architecture

U-Net can fuse different information at different levels through skip connections such
that detailed information at the low level can be directly passed to the high level, thus
providing richer contextual and detailed information. This skip connection design helps the
network to better capture the boundaries and details of the target and results in improved
accuracy of detection. Another advantage of U-Net is its efficient architectural design,
especially the skip connections and symmetric expansion paths, which contribute to the
network’s good performance even on small datasets. Thus, we use the U-Net structure in
our deep learning network.

Structurally, the upsampling stage and the downsampling stage are basically symmet-
rical. The downsampling stage consists of an encoder module and global maximum pooling
for extracting the multiscale information of the input feature maps and downsampling the
feature maps. The upsampling phase consists of an upsampling and decoder module in
which linear interpolation is used to upsample the low-resolution feature map, and the
multiscale information from different layers is then fused. In stages one to four, the encoder
and decoder are RSU and MCSAM, while in stages five to six, the encoder and decoder are
Inception and MCSAM. The downsampling stage and the upsampling stage are connected
by the Merge module. The structure of MFEU-Net is shown in Figure 1.

Inside the Merge module is a ResNet consisting of convolutional layers with a convo-
lutional kernel size of 1 × 1. Through these 1 × 1 convolutional layers, the information of
different channels can be fused, and the nonlinear ability of the model can be increased
after convolution through the activation function.

Input
Merge
Block

RSU+
MCSAM

DownSample Stage 1

GMP
DownSample
Stage 2

DownSample
Stage 3

DownSample
Stage 4

DownSample
Stage 5

Inception+
MCSAM

Merge
Block

Merge
Block

Merge
Block

Merge
Block

CS

Output

UPC
Inception+
MCSAM

UpSample Stage 5

UpSample
Stage 4

UpSample
Stage 3

UpSample
Stage1

UpSample
Stage 2

GMP: global maximum poolingUP: upsamplingCS:conv and sigimod

Figure 1. MFEU-Net structure.

2.2.2. Encoder and Decoder

Conventional convolutional layers have a fixed convolutional kernel size, which
means they have a fixed sense field for the input image. Therefore, they cannot fully utilize
the contextual information and have poor detection performance when encountering very
small targets. Multiscale feature extraction methods can enable a network to have different
receptive field sizes at different layers by adding parallel convolutional branches or using
pooling operations at different scales. Thus, they enable the algorithm to better detect very
small targets in the image.

ReSidual U-block (RSU) [35] uses small U-Net modules instead of single-stream
convolution, so it can have a variety of different-sized receptive fields at different layers,
which allows it to better capture contextual information at different scales. RSU uses
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pooling operations to increase the overall architecture depth as well as the network’s ability
to sense global and semantic information through multiple downsampling.

However, excessive downsampling will lead to a large reduction in detail information,
and u-sampling will bring invalid information when concatenating with high-resolution
feature maps, affecting the retention of detail information. In addition, U-Net’s structure is
dependent on retention of the feature maps before downsampling, and multiple rounds
of downsampling will increase the number of feature maps to be retained, which will
consume a large amount of storage resources. For this reason, we reduce the number
of downsampling events in the RSU module and remove the feature maps that will not
subsequently be used. As a result, more information in the feature map can be retained,
and the consumption of storage resources is reduced.

Inception uses parallel convolution and pooling operations of different sizes or dif-
ferent depths to capture rich multiscale information, allowing the model to handle richer
spatial features and increase feature diversity [36]. Inception modules can be repeatedly
stacked to form larger networks, which can effectively extend the depth and width of
the network, preventing overfitting phenomena while improving the accuracy of deep
learning networks. However, for parallel multibranching, a large number of parameters
are introduced to the model, increasing the requirement for computational resources and
the time for training and inference. Therefore, we decrease the parameters by reducing the
number of channels in each branch.

Therefore, a combination of RSU and Inception is used such that the U-Net has
different multiscale features at different levels. In the initial stage, RSU is used and the
amount of downsampling is limited. Its structure is shown in Figure 2. First, the number of
channels of the input feature map is changed by a convolutional layer of size 1 × 1. The
data are then fed into the RSU module. In the RSU there is a small U-Net, whose encoder
and decoder employ ResNet and are connected by skip connections. The data are then fed
into the AM to add different weights to different regions of the feature map. Finally, they
data are added to the feature map after changing the number of channels and output to the
next module.

1�1
Conv

MCSAM

C,H,W

C,H,W

C,H,W

RSU

ResNet
Block

DownSample Stage

GMP
DownSample

Stage
DownSample

Stage
DownSample

Stage
ResNet
Block

UP
ResNet
Block

UpSample Stage

UpSample
Stage

UpSample
Stage

UpSample
Stage

GMP: global maximum pooling UP:upsampling

C

The structure of RSU

Figure 2. Architecture diagram of an encoder and decoder using the RSU module.

By changing the number of downsampling events, the depth of the RSU module
can be changed to accommodate different-sized feature maps. Specifically, encoder and
decoder block one uses four rounds of downsampling, encoder and decoder block two
uses three rounds of downsampling, encoder and decoder block three uses two rounds of
downsampling, and encoder and decoder block four uses one round of downsampling.

Following this, Inception is used. In order to avoid having excessive parameters, four
different branches are used, and the number of channels in each branch is one-quarter
of the number of output channels. Since the parameters of the convolutional layer are
proportional to the square of the number of channels, the parameters and computation of
the model can be drastically reduced by reducing the number of channels. Its structure is
shown in Figure 3. First, the number of channels of the input feature map is changed to the
number of output channels by a convolutional layer of size 1 × 1. It is then fed into four
different branches.
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Through different branches, different examples of feature information can be learned
and synthesized to improve model performance. Afterwards, the outputs of these four
different branches are concatenated together and fed into a 1 × 1-sized convolutional layer,
exchanging information between the different channels. The output is then fed into the
AM to add different weights to different regions of the feature map. Finally, it is added to
the feature map after changing the number of channels and output to the next module.

3�3
Conv�4

1�1
Conv

1�1
Conv

Avg
Pool

1�1
Conv

3�3 Dirate=2
Conv�2

3�3
Conv�2

1�1
Conv

C
1�1
Conv

MCSAM
C,H,W

C/4,H,W

C/4,H,W

C/4,H,W

C/4,H,W

C,H,W C,H,W C,H,W1�1
Conv

C/4,H,W

Figure 3. Architecture diagram of an encoder and decoder using Inception.

The backbone network and the number of downsampling events at different stages
are shown in Table 1. This allows the model to have different receptive fields without
significantly increasing the number of model parameters, resulting in improving the efficacy
of IDST detection.

Table 1. Backbone network and number of rounds of downsampling at different stages.

Stage Backbone Downsampling Number

Stage one RSU 4
Stage two RSU 3

Stage three RSU 2
Stage four RSU 1
Stage five Inception 0
Stage six Inception 0

2.2.3. Attention Mechanism

In this section, we describe the design of a Multidimensional Channel Attention
and Spatial Attention Mechanism (MCSAM) to extract global information. Through the
attention mechanism, more weight can be given to the focus area in the feature map. The
channel AM is first utilized to generate different weights for each channel in its channel
domain for the input feature map. Then, the spatial AM is utilized to generate different
weights for each region in the spatial domain for the channel-weighted feature maps. The
structure diagram is shown in Figure 4.

In the channel attention mechanism, to extract more advanced information, we ad-
ditionally add pooling operations. Two 1 × 1 × C feature maps (Fc

max, Fc
avg) are generated

by performing global maximum pooling (GMPc) and global average pooling (GAPc) on
the input feature maps (F). The two feature maps are concatenated on the channel domain
to obtain a 2 × 1 × C feature map. After that, a 1 × 1 × C feature map is generated by
one-dimensional convolution. A C × 1 × 1 channel weight feature map (Wc(F)) is then
obtained by using the sigmoid function (σ) and transpose operation on it. Finally, the
Hadamard product (⊗) is computed using the input feature map to get a channel-weighted
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feature map. The process is illustrated in Equation 1. The structure diagram is shown in
Figure 5.

Fc
max = GAPc(F)

Fc
avg = GMPc(F)

Wc(F) = σ(Conv([Fc
avg, Fc

max]))

Fc = Wc(F)⊗ F

(1)

Conv
Block

Channel
Attention

Spatial
Attention

C1,H,W C,H,W C,H,W C,H,WC,H,W1�1
Conv

C,H,W

Figure 4. MCSAM structure.

Avg Pool
Transpose

Max Pool
Transpose

C
3�3

Conv1d
Sigmod

Transpose

1,1,C

1,1,C

1,1,C 2,1,CC,H,W
C,1,1 C,H,W

Figure 5. Channel attention structure.

SAM extracts information using only pooling operations, which can result in a signif-
icant loss of local information. In order to retain more information, we additionally add
a convolution operation that can retain feature information differently from the pooling
retention operation. This is beneficial in generating better spatial weights and enabling the
model to better localize the target.

The feature maps (F) are fed into the spatial attention mechanism, which first generates
feature maps (Fs

avg, Fs
max, Fs

conv) of sizes 1 × H × W, 1 × H × W, and 2 × H × W using
global average pooling (GAPs), global maximum pooling (GMPs), and a convolutional
layer (Convs) of size 1 × 1, respectively. Through the convolution and pooling operations,
different features can be extracted and more information can be retained. These feature
maps are then concatenated together and fed into a convolutional layer (Conv) of size 7 × 7
to fuse different types of feature information. After that, the spatial weights (Ws(F)) are
generated using the sigmod function (σ), and then the Hadamard product (⊗) is computed
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using the input feature map to generate a spatially weighted feature map (Fs) [34]. The
process is illustrated in Equation (2). The structure diagram is shown in Figure 6.

Fs
avg = GAPs(F)

Fs
max = GMPs(F)

Fs
conv = Convs(F)

Ws(F) = σ(Conv([Fs
avg, Fs

max, Fs
conv]))

Fs = Ws(F)⊗ F

(2)

Avg
Pool

Max
Pool

1�1
Conv

C
7�7
Conv

Sigmod
1,H,W

1,H,W

1,H,W

2,H,W

4,H,WC,H,W 1,H,W
C,H,W

Figure 6. Spatial attention structure.

MCSAM uses channel and spatial attention in tandem, where the input feature maps
(F) are first fed into the channel attention mechanism to generate channel-weighted feature
maps (F1) and later into the spatial attention mechanism to generate spatially weighted
feature maps (F2). The formula for the entire MCSAM is shown in Equation (3). By
varying the parameters of the convolutional layer, the weights generated by the attention
mechanism can be changed and therefore increase the visibility of the area containing the
image, thereby improving the perception and discrimination abilities of the model.

F1 = Wc(F)⊗ F

F2 = Ws(F1)⊗ F1
(3)

2.2.4. Loss Function

Due to the small sizes and low numbers of IDSTs, they comprise only a small portion
of an image, and the sum of target pixels as positive samples is much less than the sum of
background pixels as negative samples. Therefore, when using infrared images to train the
model, there is a very serious imbalance in positive and negative samples, which leads to a
decrease in the model’s ability to recognize the target category, and it can easily misclassify
the target as background.

For this reason, we use the sum of focal loss and dice loss as the loss function of the
algorithm. When calculating the value of the loss function, different weights are separately
added for different samples such that each of these samples have a roughly equal share in
the loss function during training. As a result, the model can learn the different features of
different samples simultaneously in becoming fully trained, thus reducing the possibility
of the algorithm predicting all samples as negative.

Dice loss (DL) [37] is a region-dependent loss function, where the value of the loss
function is independent of the whole image and is related only to the intersection and
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concatenation of the actual and predicted target regions. The formula for DL is shown in
Equation (4):

DiceLoss = 1 − 2TP + s
2TP + FP + FN + s

(4)

Here, TP represents true positive, FP represents false positive, FN represents false negative,
and s takes the value 1 × 10−5 to avoid having a denominator of 0.

Focal loss (FL) [38] is a loss function specialized in solving the problem of too many
negative samples in the training data. The formula for FL is shown in Equation (5).

FocalLoss = −α(1 − p)γy lg (p)− (1 − α)(1 − y)pγ lg (1 − p) (5)

where α is an adjustable balancing parameter that regulates the proportion of different
samples in the loss function. γ is a regulatory factor used to control the weight difference
between samples that are easy to classify and those that are difficult to classify. p represents
the prediction probability, wherein the closer p is to 0 or 1, the easier it is to categorize. y is
the true labeling, where 1 indicates the target and 0 indicates the background.

DL focuses on the overall target, while FL focuses on individual pixels, so the final
loss function is

Loss = DL + FL. (6)

3. Results
3.1. Evaluation Metrics

The probability of detection (Pd) and false alarm rate (Fa) were used to assess whether
the algorithm can accurately detect the target, and IoU was used to estimate whether
the algorithm can retain the shape of the target. For these three metrics, we used a fixed
threshold of 0.5. In addition, ROC curves were used to evaluate whether the algorithm can
accurately detect the target under dynamic thresholds [39].

Probability of detection (Pd) reflects the ability to correctly detect targets and is the
ratio of the sum of correctly detected targets Tcorrect to the actual sum of targets Tact. Its
formula is shown in Equation (7):

Pd =
Tcorrect

Tact
(7)

The false alarm rate (Fa) reflects the accuracy of the algorithm in detecting the target
and is the ratio of the sum of false predicted pixels Pf alse to the sum of pixels in the whole
image PAll . It is defined by the formula shown in Equation (8):

Fa =
Pf alse

PAll
(8)

IoU reflects the degree of shape resemblance between the predicted and actual targets
and is the ratio of the intersection and union of the two (intersection/union of the two). It
takes a value between 0 and 1, where 0 means there is no overlap at all, and 1 means there
is perfect overlap. The calculation formula is

IoU =
TP

TP + FP + FN
. (9)

where TP represents true positive, FP represents false positive, and FN represents false neg-
ative.

The ROC curve represents the classification effect of a classifier under different thresh-
olds; specifically, the curve from left to right can be thought of as a change in threshold
from 0 to 1. Its vertical axis is the true positive rate (TPR) and its horizontal axis is the
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false positive rate (FPR). The closer the curve is to the coordinates (0, 1), the better the
performance of the algorithm. The TPR and FPR are calculated as follows:

FPR =
FP
N

TPR =
TP
N

(10)

where N is the sum of pixels in the whole image, TP represents true positive, and FP
represents false positive.

3.2. Implementation Details

For the proposed network MFEU-Net, we performed ablation experiments and
comparisons with other algorithms using three publicly available datasets: SIRST [40],
MFIRST [25], IRSTD-1k [41]. We used an NVIDIA RTX A6000 (48 GB memory) for our
graphics cards, and the algorithms were all based on a Pytorch neural network framework.

The training set image size of MFIRST is 128 × 128, and the batch size (BS) can be up
to 128 on the A6000, but in order to avoid it being too large such that it would negatively
impact the model, we set the BS to 32, the epoch to 100, and the learning rate (LR) to
1 × 10−5. The test set image size of MFIRST is not fixed, so we set the BS as 1.

There are 427 images in the SIRST dataset, which is separated into a training set and a
test set with 332 and 85 images, respectively. The image size is not fixed in the SIRST data,
so we resized all the images in the training set to 320 × 320, and the size of the images in
the test set was kept unchanged. For training, we set the BS, epoch, and LR to 8, 100, and
1 × 10−5, respectively. For testing, the BS was 1.

There are 1001 images in the IRSTD-1k dataset, which is separated into a training set
and a test set with 901 and 100 images, respectively. The image sizes in the SIRST data
are all 512 × 512. For the training, we set the BS, epoch, and LR to 8, 100, and 1 × 10−5,
respectively. For testing, the BS was 8.

3.3. Ablation Study

To validate the effectiveness of our proposed algorithm, we performed an ablation
experiment on the aforementioned dataset. Specifically, the performance of networks
using different backbones was compared with the overall structure unmodified, and the
performance of networks with and without the attention mechanism was compared with
all other structures unchanged. For each comparison experiment, we ensured that the
structure of the other parts remained the same.

3.3.1. Different Backbones

We compared the detection performance of networks using classical residual networks
and networks using RSU without Reduced Downsampling Times (RSURD). A comparison
of their specific performance metrics is shown in Table 2. It can be found that the Pd
of MFEU-Net was higher than that of the network using RSURD, while the Pd of the
network using RSURD was higher than that of the network using ResNet. Our proposed
multiscale feature extraction network can extract rich multiscale information, and our
algorithm can retain more detail for this information compared with RSURD, thereby
outperforming RSURD in different quantitative metrics. Compared with the single-stream
ResNet, the detection effect of the model can be substantially improved by multiscale feature
extraction. MFEU-Net achieved the highest Pd and the lowest Fa, which demonstrates that
our proposed backbone network of RSU combined with Inception is able to extract more
information about different features, enabling the model to detect targets of different sizes
in different scenarios.
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Table 2. Comparison of quantitative metrics for the different backbone networks. The best of these
metrics are shown in red bold font.

MFIRST Dataset SIRST Dataset
Backbone

Pd Fa IoU Pd Fa IoU

RSU+Inception 0.864 3.08 × 10−5 0.514 0.963 2.61 × 10−6 0.671
RSURD 0.8 7.22 × 10−5 0.463 0.935 1.42 × 10−4 0.585
ResNet 0.764 4.08 × 10−5 0.444 0.915 6.89 × 10−5 0.506

3.3.2. Attention Mechanism

We compared the detection performance of networks without and using MCSAM,
and the specific indicators are shown in Table 3. It is obvious from the different evaluation
metrics that the networks that used attention mechanisms outperformed those that did
not. The above analysis clearly demonstrates that our proposed MCSAM can effectively
determine the IDST location, which demonstrates the necessity of introducing MCSAM.

Table 3. Comparison of detection performance of the different backbone networks.The best of these
metrics are shown in red bold font.

MFIRST Dataset SIRST Dataset
Attention

Pd Fa IoU Pd Fa IoU

With attention 0.864 3.08 × 10−5 0.514 0.963 2.61 × 10−6 0.6714
Without attention 0.714 6.32 × 10−5 0.393 0.88 4.54 × 10−5 0.487

3.4. Comparison to State-of-the-Art Methods

We selected different algorithms for comparison, including Infrared Patch Image
(IPI) [42], MPCM [21], FKRW [43], MDvsFA cGAN (MDFA) [25], Dense Nested Attention
Network (DNA) [26], Infrared Small Target Detection U-Net (ISTDU) [28], Local Patch
Network with Global Attention (LPNet) [27], and Multiscale Local Contrast Learning
(MLCL) networks [29].

3.4.1. Quantitative Comparison

The quantitative metrics for these algorithms are shown in Table 4. The best of
these quantitative metrics are shown in red bolded font and the second best in blue font.
Overall, thanks to the feature representation capability, the quantization metrics for the
deep learning-based algorithms were significantly higher than the traditional algorithms.

The MPCM algorithm is very sensitive to edges and drastic grayscale changes, so it
could detect most of the targets and had a high Pd; however, it also had a high Fa, one
of the highest among the evaluated algorithms. The FKRW algorithm removes the edges
and noise in an image but also part of the detail information, so the Pd of this algorithm
was relatively low. The IPI algorithm achieved better Fa and Pd compared to the other
two conventional algorithms. However, its detection efficacy depends on the sparsity of
the targets, which is affected when there are multiple targets in the image. This is also
illustrated by the fact that the IPI algorithm did not achieve as good a Pd in the IRSTD-1k
dataset as in the other two datasets.

ISTDU groups feature maps and enhances the weights of IDST feature map groups
to improve IDST characterization, but it uses the mean squared error (MSE) as the loss
function, and due to the imbalance between positive and negative samples, it tends to
predict the target as background, so its detection rate was not very high. DNA can make
full use of contextual information through a large number of jump connections, but it does
not have an attention mechanism, so its detection performance was not very good. MDFA
uses two generators responsible for the Pd and Fa, respectively, and its Pd was very high.
However, its network is relatively simple and cannot adapt to complex scenarios, and its Fa
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was also high. MLCL uses a combination of convolutional-layer and dilated-convolutional-
layer approaches to learn local contrast feature information, but the dilation is too large to
lead to the grid effect, resulting in the target being easily lost, so its detection rate was very
low. LPNet can extract global and local information at the same time, which can improve
the detection effect of the algorithm, but the target becomes fuzzy in post-processing, so
the IoU was not high.

The deep learning algorithms proposed in this paper outperformed the other methods.
The proposed algorithm achieved the lowest Fa, highest IoU, and high Pd on the MFIRST
dataset. It also achieved the best Pd, Fa, and IoU on the SIRST and IRSTD-1k datasets. Our
algorithm also outperformed others in terms of ROC curves on different datasets, as shown
in Figure 7. Taken together, our algorithm outperformed the other algorithms.

Table 4. Comparison of quantitative metrics for the different algorithms on different datasets. The
best of these metrics are shown in red bold font, and the second-best metrics are shown in blue font.

MFIRST Dataset SIRST Dataset IRSTD-1k Dataset
Method

Pd Fa IoU Pd Fa IoU Pd Fa IoU

IPI 0.861 3.86 × 10−4 0.411 0.923 2.22 × 10−3 0.532 0.75 3.15 × 10−5 0.469
MPCM 0.828 9.58 × 10−3 0.402 0.945 1.30 × 10−2 0.120 0.956 6.09 × 10−3 0.483
FKRW 0.607 4.82 × 10−4 0.233 0.814 3.43 × 10−4 0.229 0.709 1.31 × 10−4 0.235
ISTDU 0.828 3.67 × 10−4 0.439 0.954 1.07 × 10−4 0.470 0.780 2.41 × 10−4 0.563
DNA 0.692 2.35 × 10−4 0.351 0.889 2.63 × 10−4 0.46436 0.815 1.84 × 10−5 0.611

MDFA 0.928 5.94 × 10−3 0.445 0.917 2.82 × 10−4 0.579 0.962 1.86 × 10−4 0.610
MLCL 0.478 9.46 × 10−5 0.251 0.565 1.65 × 10−5 0.350 0.808 2.81 × 10−5 0.616
LPNet 0.785 9.39 × 10−4 0.247 0.929 8.89 × 10−5 0.577 0.621 1.64 × 10−4 0.320
Ours 0.864 3.08 × 10−5 0.514 0.962 2.61 × 10−6 0.671 0.965 1.81 × 10−5 0.630

(a) (b) (c)

Figure 7. ROC curves of different algorithms. The ROC performance of IPI and MPCM was too poor
to be shown in the figure. (a) ROC curves of different algorithms with the MFIRST dataset. (b) ROC
curves of different algorithms with the SIRST dataset. (c) ROC curves of different algorithms with the
IRSTD-1k dataset.

3.4.2. Visual Comparison

Some visualization examples of the MFIRST, SIRST, and IRSTD-1k datasets are shown
in Figures 8–11, 12–15, 16–19, respectively. The yellow circles in the images indicate false
alarms, and the red circle indicates leakage detection. We zoomed in on the target, which
is displayed in the white box in the corner of the images, and when there were multiple
targets, a blue dotted line is used to show the correspondence between the target and its
zoomed-in image.

Among the traditional algorithms, IPI had a high detection rate, but the false alarm
rate was also higher; the FKRW algorithm resulted in some leakage detection, and noise
was introduced at the bottom edge of the image; the MPCM algorithm was very sensitive
to boundary changes, had the highest false alarm rate, and had difficulty discriminating
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between the target and false alarms, so the detection effect figure for MPCM is not in-
cluded. Overall, the traditional algorithms did not exhibit as good detection performance
as the deep learning algorithms due to their reliance on a priori knowledge and lack of
generalization ability.

Among the deep learning algorithms, MLCL had fewer false alarms but more false
alarms; MDFA has few false alarms but many false alarms, even worse than the traditional
IPI algorithm; ISTDU and DNA could detect all the targets but had false alarms to different
degrees; LPNet could accurately detect all targets, but the target became blurred and less
information was retained following subsequent processing. Thanks to the ability of our
MCSAM to better localize the target area and our algorithm’s advantages in extracting
different features, our algorithm achieved the best detection results. Compared to other
deep learning algorithms, our proposed algorithm could accurately detect all targets and
achieved the lowest leakage and false alarm rates.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 8. Visual example one of some representative methods for the MFIRST dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 9. Visual example two of some representative methods for the MFIRST dataset.
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(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 10. Visual example three of some representative methods for the MFIRST dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 11. Visual example four of some representative methods for the MFIRST dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 12. Visual example one of some representative methods for the SIRST dataset.
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(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 13. Visual example two of some representative methods for the SIRST dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 14. Visual example three of some representative methods for the SIRST dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 15. Visual example four of some representative methods for the SIRST dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 16. Visual example one of some representative methods for the IRSTD-1k dataset.
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(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 17. Visual example two of some representative methods for the IRSTD-1k dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 18. Visual example three of some representative methods for the IRSTD-1k dataset.

(a) Original (b) GT (c) FKRW (d) IPI (e) Ours

(f) ISTDU (g) LPNet (h) MLCL (i) MDFA (j) DNA

Figure 19. Visual example four of some representative methods for the IRSTD-1k dataset.



Remote Sens. 2024, 16, 643 18 of 20

4. Discussion

Considering both the above quantitative and visual comparisons, the deep learning
algorithms generally outperformed the traditional algorithms in terms of rates of detection
and missed detection. Deep learning algorithms can extract rich feature information and
automatically learn the features of a dataset through training, thus improving the detection
efficacy of the algorithms, whereas traditional algorithms rely on a priori knowledge
and can only be adapted to specific scenarios, making it difficult to detect targets in
complex backgrounds.

Our algorithm can have different receptive fields through multiscale feature extraction,
which improves its ability to adapt to targets of different sizes, including very small targets,
and a high detection rate can be achieved. By using MCSAM, global information can
be extracted and the target area can be made more prominent, thus improving detection
in complex scenes and helping to achieve extremely low false alarm rates. In terms of
quantitative metrics, our algorithm outperformed other state-of-the-art algorithms: we
achieved the highest detection rate, the lowest false alarm rate, and the highest IoU values
with different datasets; moreover, our ROC curve was closest to the upper left. Ablation and
comparison experiments with different data demonstrate that our proposed amendments
can effectively improve the detection performance of the algorithm.

5. Conclusions

In this paper, we present our proposed multiscale feature extraction U-Net network
called MFEU-Net. MFEU-Net uses RSU and Inception as the encoder and decoder and
extracts rich multiscale feature information through skip connections and a parallel branch-
ing structure, which enables the network to have different receptive field sizes at different
layers. In addition, through MCSAM, weighting is performed in the channel and spatial
domains separately, so the model can automatically learn the key patterns and features
in the data, thereby focusing on the important regions in the feature map and thus im-
proving its performance. In the experiments with different datasets, MFEU-Net achieved
better detection results, demonstrating its effectiveness and that the changes result in
an advancement.
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