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Abstract

:

Artificial intelligence (AI)-based generative imaging systems such as DALL·E, Midjourney, Stable Diffusion, and Adobe Firefly, which work by transforming natural language descriptions into images, are revolutionizing computer vision. In this exploratory and qualitative research, we have replicated requests for images of women in different professions by comparing these representations in previous studies with DALL·E, observing that this model continues to provide in its last version, DALL·E 3, inequitable results in terms of gender. In addition, Bing Image Creator, Microsoft’s free tool that is widely used among the population and runs under DALL·E, has been tested for the first time. It also presents a sexualization of women and stereotypical children’s representations. The results reveal the following: 1. A slight improvement in terms of the presence of women in professions previously shown only with men. 2. They continue to offer biased results in terms of the objectification of women by showing sexualized women. 3. The representation of children highlights another level of gender bias, reinforcing traditional stereotypes associated with gender roles from childhood, which can impact future decisions regarding studies and occupations.
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1. Introduction


Digital transformation has significantly influenced the evolution of photography in the 21st century, from the creative power of Photoshop to the latest models of generative artificial intelligence. Since the launch of ChatGPT by OpenAI in 2022, the creation of new applications has spread, with Stable Diffusion, MidJourney, DALL·E 3, Adobe Firefly, Lexica Art, Dream Studio, and Bing Image Creator being the best known. Today’s generative intelligences are capable of recreating a multitude of images with a very high degree of verisimilitude, making it virtually impossible to distinguish them from photographs taken in the real world. In the era of post-truth and disinformation, and with the ease with which it is possible to create deepfakes (Gómez-de-Ágreda et al. 2021), it is questioned whether it can continue to show truthful evidence about the information narrated and about the image itself as evidence, but this is not its only risk and subject of controversy. Racial and gender biases (Buolamwini and Gebru 2018) presented by AI results including ChatGPT (Acerbi and Stubbersfield 2023; Lucy and Bamman 2021) and the attribution of intellectual property (Watercutter 2023; Ashby 2023) are generating important debates in Western societies, especially where the film industry has been most threatened by the creations of these new systems (Broderick 2023; Schomer 2023).



Artificial intelligence (AI) is a set of techniques in which algorithms discover or learn associations by making predictions from large amounts of data, and where the algorithm is the procedure that solves the problem. However, the results provided by these models may infringe on human rights. Among the causes are the gender biases they present, which threaten the achievements made in terms of equality between men and women (Sandoval-Martín et al. 2021), and which is an indispensable right to then be able to enjoy other rights. The United Nations Sustainable Development Goal 5 (SDG 5), entitled “Achieve gender equality and empower all women and girls”, pursues non-discrimination against all women and girls worldwide by 2030. In this research, we consider that in order to achieve this, the role to be taken vis-à-vis the use of AI presents itself as a crucial challenge.



The first fields where AI biases were detected were healthcare (Panch et al. 2019) and computational linguistics (Natural Language Processing, NLP). In fact, with its extensive application in voice assistants and machine translation, the gender biases of algorithms and the databases from which they are fed have become visible (Sun et al. 2019; Shrestha and Das 2022) and not in vain, it is currently the most visible form of these biases. Nevertheless, today there are numerous scientific and civil society initiatives dedicated to making visible the serious problem of gender bias in AI (Dobreva et al. 2023).



With the advent of the next AI innovation, generative artificial intelligence (led by the company OpenAI), some studies have found—as we identify in Section 3—that it may increase gender inequalities in relation to women’s representation in the workplace.



These applications are able to create texts, images, sounds, and videos from text, images or audio provided by users, but these models have learned from the textual and image wealth available in open databases, in which centuries of inequality are implicit.



This research aims to identify whether there has been an improvement in the extent of gender-biased representations by these generative tools in the last versions, as several studies have already been published showing a significant degree of stereotyping. This approach of the representation of professions with respect to previous research allows us to arrive at new findings. A slight improvement is noted in the representation of men and women in occupations, although when exploring the representation of gender in childhood for its importance in future occupational choice, a notable stereotyping is observed. This is the first time that this comparative approach has been adopted in relation with the representation of professions by generative AIs.



With this research, we also provide a literature review on the representation of women in several occupations by generative AIs (Section 3.2). In this concern, a new research front in this field that is directly related to the choice of profession is addressed by detecting less research studies in the state of the art—the representation of boys and girls in these generative AIs.



This research is especially framed in gender studies and in general, in Science, Technology, and Society Studies, where we have considered photography as the boundary object between professionals, programmers, designers, and other actors that are now part of the production process of images created by AI and who need to take into account the gender perspective approach.



This research aims to fill the existing gap in articles published about this problem of serious social consequences, adding to previous studies and initiatives of international organizations and non-profit organizations. In addition, we intend to fill part of the scientific gap on technological practices that are developed without internal or external control, but that seriously threaten women’s progress in terms of equality.




2. Materials and Methods


2.1. Procedure


To achieve the general objective of this research, to identify whether there has been an improvement in the extent of gender-biased representations in professions by the last version of DALL·E and in the popular application called Image Creator, we started from a search in the WOS and SCOPUS databases, completed with Google Scholar, and expanded with knowledge by prominent authors (Codina et al. 2022) to achieve the following:




	
Identify previous studies about gender bias in the representations of professions by generative AI systems.



	
Identify those tools that had been investigated from this perspective.



	
Identify those that, although very popular, had not yet been investigated.








After this, we conducted a search of previous articles to identify relevant scientific literature related to gender bias in AI-based image generative systems, especially in relation with occupations. Keywords used for the search in article title, abstract, and keywords included “gender bias”, “artificial intelligence”, “image generative systems”, “DALL·E”, “Midjourney”, “Stable Diffusion”, “Adobe Firefly”, “Bing Image Creator”, and “occupation” with a reference period limited from January 2023 to February 2024. The research focused on empirical studies regarding gender inequalities in the field of AI image generation. The scientific literature exploration also shed light on the main research trends concerning the objectives of our study, providing a basis for the subsequently developed exploratory analysis and subsequent discussion. Likewise, given the novelty of the topic, non-peer-review studies, news, and websites of companies and institutions that focus their efforts for a bias-free AI were taken into account.



Once these results were obtained, a few articles about gender bias in generative AI image systems in relation with several occupations were found. As two of them analyzed DALL·E (Table 1) in relation with several occupations, we chose this tool to partially replicate one of them and check whether the previous biases found in the representations of men and women in the most stereotyped occupations had decreased. In the case of DALL·E and Image Creator, owned by Microsoft Designer, the AI images generated with DALL·E 3 from the Bing search engine allows for a comparative approach to this type of tool, by contrasting the results of the present study, where the latest available version is used, directly with the results of previous studies using previous versions.



The study by García-Ull and Melero-Lázaro (2023) was chosen because of its breadth, although not as many images could be collected for the sample of the most stereotyped professions because the latest version, DALL-E 3, gives four images for each instruction (prompt) instead of the nine images given by the previous version, DALL-E 2.



We subsequently focused on carrying out an exploratory non-representative study with DALL·E, specifically in the latest version existing at the time of publishing this article (DALL·E 3), as well as in the Bing search engine tool called Bing Image Creator that also uses the same DALL·E 3, because of its expansion worldwide through Microsoft’s browser, Bing.



The method followed for this analysis was based on that which was applied in previous studies, such as the one by García-Ull and Melero-Lázaro (2023), which considers the 37 professions identified as stereotyped by Farago et al. (2021). The research by García-Ull and Melero-Lázaro (2023) evidences that AI not only reproduces the gender stereotypes in the workplace demonstrated in previous experiments with humans, but also reinforces and increases this stereotyping, which can be attributed to training data.




2.2. Materials


After locating previous studies, we identified the tool that had been most extensively researched from this perspective: DALL-E. DALL-E 3 is the latest version of DALL·E, introduced by OpenAI in April 2022, and it can be used on a pay-per-use basis. We also integrated Bing Image Creator into this explorative analysis, for which no research has yet been carried out despite its popularity and the fact that it is a free tool. For this reason, it was decided that the experiments should be carried out with these two applications (Table 2).



Bing Image Creator is a free access tool, unlike other well-known platforms such as MidJourney and DALL-E 3. The fact that Bing Image Creator is free means it is more accessible to the general public, so it could have a greater influence on individual and collective perceptions. In particular, the free nature of Bing Image Creator can play a determining role in the formation of impressions and beliefs, underscoring the importance of examining its impact on the construction of professional images based on gender.




2.3. Data Analysis


Several tests were carried out with the most stereotyped professions—see Section 3.3 and Section 3.4—in order to compare the results and identify changes in the representation of men and women at work. A total of 68 images were obtained in DALL-E3 and 36 in Bing Image Creator. For each prompt (instruction), these applications gave four images, which were the maximum number offered in February 2024 when the experiment was carried out. They are shown in Section 3, and two coders intervened in the data analysis.



We formulated queries using terms associated with professions, focusing on indications for male and female professionals, following the research of García-Ull and Melero-Lázaro (2023). As mentioned in the previous section, these authors considered gender stereotypes in the work of Farago et al. (2021), who, in turn, followed the studies in this consolidated area by Gottfredson (1981) and Teig and Susskind (2008), which had identified professions in which stereotypes are especially present. In the case of DALL·E 3, we used 17 of the 37 terms used by García-Ull and Melero-Lázaro (2023), coinciding with very stereotyped professions such as the following: secretary; hotel manager; tailor; singer; teacher (secondary), teacher (primary); maid; nurse; doctor; politician; mechanic; airplane pilot; taxi driver; carpenter, and for leader positions, we decided to make an adaptation of several terms for CEO. In the case of Bing Image Creators, we analyzed the results from the professions of teacher, architect, engineer, and journalist through the following prompts written in Spanish for each profession (male–female): “Un profesor y una profesora”; “arquitecto”; “arquitecta”; “ingeniero”; “ingeniera”; “periodista hombre”; “periodista mujer”.



These professions are introduced through prompts in English in DALL·E in order to avoid the use of masculine or feminine terms present in other languages, such as Spanish. The content analysis allowed us to know with which gender was each profession represented and to grade (no, less, much stereotyped) not only how a woman or a man is represented in different professions, but also, as mentioned before, to compare with previous studies. Additionally, we included a sample of children’s images made in Bing Image Creator to assess gender stereotypes from an early age in this system. Mannering (2023) also used children IA-generated images to measure the gender bias in relation to objects. In our study, the prompts used were “boy playing” and “girl playing”, also in Spanish. In this case, they were introduced in Spanish (“niño jugando”; “niña jugando”) since, in these prompts, we were not interested in finding out whether they represented a boy or a girl, but rather what the representation was like for these two.



This approach allows us to explore how biases generated by AI can influence professional perceptions and attributed gender roles, thus contributing to a deeper understanding of the phenomenon in contemporary society.





3. Results


3.1. AI Techniques in Photography and the Existence of Gender Biases


Among the most significant advances resulting from the conjunction between computing, artificial, and photography, a series of applications stand out that are the most used and which we collect in the following table (Table 3).



On the one hand, deep learning and neural networks have revolutionized image processing, allowing tasks such as the recognition of objects and people (facial recognition) (Chaouch 2023), image segmentation, and the creation with Generative AI systems. To carry out its work, it needs pre-existing image databases. Recent studies led to documentaries, such as Netflix’s ‘Coded bias’ (Kantayya 2020), that show the existing algorithmic flaws in facial recognition technology. Thus, for example, algorithms trained mainly with men may have difficulties recognizing female faces, so this bias is transferred to security systems (Buolamwini and Gebru 2018). Likewise, when generative AI models are asked to generate images of managers, they tend to represent men (Nicoletti and Bass 2023).



On the other hand, generative artificial intelligence systems, such as DALL-E 2, have been criticized for perpetuating gender stereotypes in the images, photographs, and illustrations they generate (Heikkilä 2023). A study published in September 2023 demonstrated the existence of gender stereotypes in the OpenAI image generator (DALL·E 2) and showed that, while research in humans on gender bias indicates strong stereotypes in 35% of cases, this generative AI almost doubles this figure with 59.4% of cases (García-Ull and Melero-Lázaro 2023).



The main reason why these applications show gender bias is that these systems are trained with large data sets that often reflect pre-existing cultural and social biases, especially if they are fed by photographs from the advertising field. The images generated by AI show known stereotypes, pre-existing in the historical, cultural, communicative, and advertising heritage of humanity.



The gender stereotypes generally cited in studies on the image of women in the field of marketing and advertising show stereotypes referring to traditional and stereotyped gender roles; beauty and physical appearance, representing women who are always thin; the assignment of colors and styles; attitudes and emotions; mastery of certain fields of knowledge or in certain jobs; family roles; clothes and fashion, and sexualization. Regarding images generated with AI, they can disproportionately sexualize women, which contributes to the objectification of women.



These stereotypes harm women in the workplace, pigeonholing them into certain job profiles that are lower than those of men and with more passive than active attitudes and an absence of leadership.




3.2. State of the Art on the Representation of Women in the Workplace by Generative AI


For decades, significant disparities have existed between women in the labor market compared to their male colleagues, such as underrepresentation in positions of responsibility and barriers to STEM skills (Szenkman and Lotitto 2020; Bello and Estébanez 2022). With this background, some authors point out that automation related to the extensive use of machine learning (ML) could exacerbate these inequalities (Collett et al. 2022; Ortiz de Zárate Alcarazo and Guevara Gómez 2021; Sainz et al. 2020). The biases of machine learning systems have already been implicated in real cases of great impact (Amazon and its personnel recruitment system is one more example of the many that exist today) and of discrimination by gender and race (Buolamwini and Gebru 2018; Nurock 2020; Sandoval-Martín et al. 2023).



The review of the literature on gender bias in AI revealed a mix of works, published or unpublished articles and working papers, since the arrival of generative AI systems of enormous interest regarding the representation of women in relation to professions. Zhou et al. (2023) concluded in their work in progress, titled ‘Bias in Generative AI’, that the AI used to generate images reflecting gender and racial biases, showing fewer women and black people in professions, and perpetuating gender stereotypes.



Likewise, García-Ull and Melero-Lázaro (2023) evidenced in ‘Gender stereotypes in AI-generated images’ a marked gender stereotype in the occupational context of images generated by AI. In general, 59.4% of the professions represented by DALL-E 2 showed a gender stereotype, with 21.6% of the professions completely stereotyped in the female case and 37.8% in the male case. They revealed a significant disparity in the representation of specific professions. The results obtained from DALL·E 2 related to neutral professions indicated a high degree of stereotyping, with 21.6% of the professions completely stereotyped for the female gender and 37.8% for the male gender. This phenomenon was more evident in technical, scientific, construction or driving professions. It was shown that DALL·E 2 often associates women with roles such as cleaners, seamstresses and professions in which appearance is relevant, such as actresses or singers, with images of young, Western and blonde women. However, the synthetic images generated by DALL·E 2 present middle-aged or older men when it comes to professions associated with greater responsibility or status, such as politics, business and religion, showing a predominance of Western appearance.



The comparison with previous studies indicates that artificial intelligence presents a higher degree of gender stereotypes in the work environment. This can be attributed to the training data reflecting the biases and gender imbalances present in society. Stereotypical representation by AI can also contribute to reinforcing existing prejudices, creating a feedback loop (García-Ull and Melero-Lázaro 2023).



For their part, Cheong et al. (2024) in ‘Investigating Gender and Racial Biases in DALL·E Mini Images’, with a database of 150 professions and 10 representations of each of them, also revealed in the same sense the tendency to represent certain professions as men or women. More recently, Aldahoul et al. (2024), authors of the non-peer-review study, ‘AI-generated Faces Free from Racial and Gender Stereotypes’, also analyze race and gender biases in quantitative research, less frequent in gender studies, often carried out with qualitative methods.



Heikkilä (2023), echoes in another non-peer-review research in the MIT Technology Review, from Alexandra S. Luccioni et al. (2023) who observed that when analyzing the images generated by the artificial intelligence models DALL·E 2 and Stable Diffusion, a gender bias emerges in the representation of professions. For example, when DALL·E 2 was asked to represent people in positions of authority such as CEO or director, 97% of the time it generated images of white men. This bias is attributed to the training of the models with a vast set of data and images taken from the Internet, which reflect and amplify the gender stereotypes present in American culture, on which these models often focus. They also show how adding adjectives to a question influences the images produced, revealing gender bias. Thus, for example, when including terms such as “compassionate” or “sensitive”, women were generated more frequently. However, when “intellectual” was used, the tool tended to give images of men.



For its part, Mandal et al. (2023) in ‘Multimodal Bias: Assessing Gender Bias in Computer Vision Models with NLP Techniques’ detected various types of stereotypical gender associations with respect to occupations in CLIP, a large multimodal deep learning model that works on DALL·E and Stable Diffusion. Mine while Mannering (2023), in his study ‘Analysing Gender Bias in Text-to-Image Models using Object Detection’, submitted to STAI Workshop, measures the bias in relation to objects, concluding that certain objects are associated with a certain sex such as knives, bats, and bicycles were associated with men, while women were represented more frequently with objects such as bowls, bottles, cups and bags, objects associated with domestic activities




3.3. Comparative Analysis between Versions:DALL·E 2 versus DALL·E 3


As explained in the methodological section, a delimited probabilistic sampling has been carried out from a series of professions, studying the professions in which García-Ull and Melero-Lázaro (2023) find notable aspects in the representation of AI within their study, in which they take into account the 37 professions established by Farago et al. (2021) regarding stereotypes in the workplace. Likewise, two coders intervened in this research, who introduced the different “prompts”. All prompts introduced in DALL·E were in English. Four images are generated in each query. The results are classified according to their degree of stereotyping.



While in the study by García-Ull and Melero-Lázaro (2023), a strong stereotyping is shown in more than half of the representations with DALL·E 2, if we compare it with the results obtained with DALL·E 3 there is a slight improvement in this sense.



In DALL·E 2, only women were shown in professions such as “nurse”, “tailor”, “hotel manager” and “secretary”. However, in cases such as “nurse”, DALL·E 3 shows men and women equally (Figure 1). Furthermore, regarding “tailor” and “hotel manager” it goes from showing women in its previous version to showing men (Figure 2).



However, in others terms such as “maid”, “teacher—primary”, “teacher—secondary”, “singer” and “secretary”, it continues to only show women and, in some cases, with attractive features, as is the case of the singer, with exotic features, colorful feathers and apparently without clothes. There are also professions, such as maids, that are visually represented from the 19th century (Figure 3).



Regarding the masculine representations of DALL·E 2, in DALL·E 3, professions such as “carpenter”, “taxi driver”, “truck driver”, “mechanic” and “politician” continue to be shown with masculine traits (Figure 4). Men are shown carrying out actions, in their workplace, facing the task they are doing or surrounded by other men at summits and international organizations surrounded by flags as a sign of power. The driver and the CEOs appear dressed in a suit and tie.



However, although in positions considered to be of higher status, such as those related to politics, a greater number of men continue to be represented than women. In others such as “CEO” and “doctor”, women are beginning to be represented (Figure 5).



Likewise, in DALL·E 3, women began to be shown in professions such as “airplane pilot” (Figure 6), although they do not come out in control of the plane but alongside it, in a passive attitude, with close-ups or medium shots that are somewhat sexualized as if it were an ad for sunglasses.



It is worth noting that, although men are represented to be of different ages and levels of attractiveness, women are mainly represented as young with features that are considered attractive (Figure 7).




3.4. Analysis or Exploratory Study with Bing Image Creator


Bing Image Creator is an advanced image generation tool that follows DALL·E’s AI approach, allowing you to create realistic images from textual descriptions. This technology, based on the generation of images through neural networks, offers an interesting window into how visual representations can unconsciously reflect social biases.



Bing Image Creator uses a large set of image data to learn the representation patterns of different concepts. After training, the user can ask the platform to generate specific images simply by describing the desired concept.



To explore gender bias in images generated about professions with the Bing Image Creator tool, she was asked to create visual representations of different professions, namely “teacher” (“profesor y profesora”), “architect” (“arquitecto” and “arquitecta”), “engineer” (“ingeniero” and “ingeniera”) and “journalist” (“periodista hombre” and “periodista mujer”). In Bing Image Creator, they were introduced in Spanish because, while in DALL·E, we sought to discover whether a woman or a man was represented, in Bing Image Creator, we focused on finding out how professions were represented when they were represented as men and women.



	
Prompt: “Male teacher and female teacher” (“Un profesor y una profesora”)






In the case of female teachers, the results showed a clear difference in representation. The female teacher is usually portrayed as young and attractive, while the male teacher shows signs of maturity with gray hair, suggesting experience. The difference in height between the two may reflect traditional gender stereotypes. Likewise, the male teacher dresses in a more formal/professional manner (Figure 8).



	
Prompt: “Male architect” (“arquitecto”) and “Female architect” (“arquitecta”)






In the context of architecture, representations generate visible gender stereotypes. The male architect is usually portrayed in assertive and self-confident poses, while the female architect may be portrayed more passively or focused on aesthetic beauty (Figure 9).



	
Prompt: “Male engineer” (“ingeniero”) and “Female engineer” (“ingeniera”)






In the case of the engineering profession, gender stereotypes arise. The engineer can be represented as a focused and serious person, while the female engineer can be represented with more friendly features or emphasizing the feminine presence (Figure 10).



	
Prompt: “Male journalist” (“periodista hombre”) and “Female journalist” (“periodista mujer”)






Gender bias is also manifested in the journalistic profession. The male journalist is portrayed as a person with character, in action, with authority, giving instructions, who wears a tie, and is somewhat disheveled, while the female journalist appears with a sweet and accommodating image and with an aesthetically impeccable appearance (Figure 11).




3.5. Beyond Professions: Study of Gender Roles in Childhood


Moving away from professional representations, we also explored the case of a boy and a girl playing, using the prompts “boy playing” (“niño jugando”) and “girl playing” (“niña jugando”). While the boy has fun with a truck (Figure 12), the girl appears in a pink dress and is entertained with soap bubbles (Figure 13). This scenario highlights another level of gender bias, reinforcing traditional stereotypes associated with gender roles. The image suggests an implicit association between the boy’s play and the technical sphere, while the girl appears in a context more oriented towards beauty and the social norms. These results underline the importance of taking gender biases into account in even more informal contexts, such as gaming, and highlight yet another time when there is the need for a critical approach in the design and use of AI technologies.



Bing Image Creator offers an illuminating view of gender bias in the generated images, reflecting and amplifying existing cultural stereotypes. These results underscore the need for awareness and continuous improvement in algorithm design to ensure more equitable and inclusive representation.





4. Discussion


Image generative AI models continue to offer results with gender biases despite the existence of various studies, such as those by García-Ull and Melero-Lázaro (2023) and Cheong et al. (2024), who have inspired part of this research and with which we agree. These systems produce a series of errors and contain algorithmic biases that perpetuate gender stereotypes. The in-depth examination of the results of this research shows a major unresolved problem, namely the sexualized representation of women in this area.



A central aspect of this problem lies in the perpetuation of gender inequalities, related to the perception of gender issues, as analyzed by Lee et al. (2023). As several authors have pointed out, the difficulty of counteracting this problem is enormous, highlighting its complexity from both a technological and social point of view (Gillis and Pratt 2023). However, the opacity of network learning mechanisms makes it difficult to understand these internal processes (Ray 2023).



Unpublished research by Zhou et al. (2023) and the article by García-Ull and Melero-Lázaro (2023) have revealed that generative AI which is used for image creation perpetuates gender biases thus reinforcing stereotypes related to professions. Even though the biases shown by AI in health or banking issues (personal and mortgage loans), social assistance, etc., have a significant scope and consequences on the lives of women (Sandoval-Martín et al. 2021), and these risks have been known for decades (Gillis and Pratt 2023), they have not yet been solved.



A comparison between the different research of this state-of-the-art application showed that the results of García-Ull and Melero-Lázaro (2023) revealed a significant disparity in the representation of professions, with a high percentage of gender stereotypes. Technical, scientific, construction, or driving professions were especially affected, often associating women with roles traditionally linked to appearance or specific characteristics. Cheong et al. (2024) and Aldahoul et al. (2024) confirmed these conclusions by quantifying the gender bias in the representation of occupations. Heikkilä (2023) highlighted how models such as DALL·E 2 and Stable Diffusion reinforced gender stereotypes.



Finally, our comparative analysis between different versions of the models, such as DALL·E 2 and DALL·E 3, revealed a slight improvement in the representation of women in certain occupations. However, persistent trends, especially in the maintenance of stereotypes linked to appearance and professions traditionally associated with a specific gender, highlight the continued need to improve these tools.



One of the limitations of this study include the fact that MidJourney and Stable Diffusion, the other two models on which scientific results have been published, have not been analyzed. The analysis of the rest of the applications will allow for a complete mapping that will represent the position of these companies regarding one of the fundamental rights of women, that of equality, and SDG 5. In addition, a detailed study of the representation of children by these applications would be desirable.




5. Conclusions


Comparative observations between different versions of models, such as DALL·E 2 and DALL·E 3, reveal partial but persistent improvements in the representation of women in certain professions. However, the maintenance of stereotypes, especially regarding appearance and professions traditionally associated with a specific gender, highlights the ongoing need to adjust training designs and practices from a gender perspective and to address underlying biases in the data.



The results of this research reveal deep complexity in the way generative models perpetuate gender stereotypes. So, to promote more equitable representation of women in generative AI, meaningful action is essential. Continued efforts on both the technological and social fronts, scrutinizing training data, improving algorithms, and encouraging critical thinking about gender biases are crucial. Only a holistic approach can ensure significant progress towards fair and balanced representation of women in the field of generative AI.



Although it is essential, it is not enough to investigate gender biases in order to demonstrate their existence, but it is essential to seek technical and ethical solutions, such as the explainability of AI and to promote analysis and critical reflection among those who design and use these tools from training and literacy in a way of working that takes into account the gender perspective.



The difficulty of counteracting these tendencies is exacerbated by the opaque nature of networked learning processes, which makes it difficult to understand and modify these internal mechanisms. The social implications of the perpetuation of gender stereotypes by generative AI are considerable, influencing social perceptions of professional roles and reinforcing existing gender inequalities.
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Figure 1. Nurse. Source: Own elaboration with DALL·E 3. 






Figure 1. Nurse. Source: Own elaboration with DALL·E 3.
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Figure 2. Tailor and Hotel Manager. Source: Own elaboration with DALL·E 3. 






Figure 2. Tailor and Hotel Manager. Source: Own elaboration with DALL·E 3.
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Figure 3. Maid, Teacher—primary, Teacher—secondary, Singer and Secretary. Source: Own elaboration with DALL·E 3. 
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Figure 4. Carpenter, Taxi driver, Truck driver, Mechanic and Politician. Source: Own elaboration with DALL·E 3. 






Figure 4. Carpenter, Taxi driver, Truck driver, Mechanic and Politician. Source: Own elaboration with DALL·E 3.
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Figure 5. CEO and Doctor. Source: Own elaboration with DALL·E 3. 






Figure 5. CEO and Doctor. Source: Own elaboration with DALL·E 3.
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Figure 6. Airplane Pilot. Source: Own elaboration with DALL·E 3. 






Figure 6. Airplane Pilot. Source: Own elaboration with DALL·E 3.
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Figure 7. Journalist and Professor. Source: Own elaboration with DALL·E 3. 






Figure 7. Journalist and Professor. Source: Own elaboration with DALL·E 3.
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Figure 8. Male teacher and Female teacher. Source: own elaboration using Bing Image Creator. 
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Figure 9. Male architect and Female architect. Source: Own elaboration using Bing Image Creator. 






Figure 9. Male architect and Female architect. Source: Own elaboration using Bing Image Creator.
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Figure 10. Male engineer and Female engineer. Source: own elaboration using Bing Image Creator. 
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Figure 11. Male journalist and Female journalist. Source: Own elaboration using Bing Image Creator. 






Figure 11. Male journalist and Female journalist. Source: Own elaboration using Bing Image Creator.



[image: Socsci 13 00250 g011]







[image: Socsci 13 00250 g012] 





Figure 12. Child (male) playing. Source: Own elaboration using Bing Image Creator. 
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Figure 13. Child (female) playing. Source: Own elaboration using Bing Image Creator. 






Figure 13. Child (female) playing. Source: Own elaboration using Bing Image Creator.
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Table 1. Articles about DALL·E and professional stereotypes in several occupations.
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	Authors
	Tools Analyzed
	Research





	García-Ull and Melero-Lázaro (2023)
	DALL·E 2
	Identify gender biases in professions through the images generated.



	Cheong et al. (2024)
	DALL·E Mini Images
	It shows how the representation of certain professions tends to be reflected with a certain gender or race.







Source. Own elaboration.













 





Table 2. Exploratory tests in this study.
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	Tool
	Company/Developer
	Availability
	Focus





	Bing Image Creator
	Microsoft
	Free
	Accessible to create basic visualizations



	DALL·E 3
	OpenAI
	Payable
	Most advanced interface in image generation.







Source: Own elaboration.













 





Table 3. AI techniques in photography.
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	AI Techniques in Photography





	1. Deep learning, neural networks, and image labeling



	2. Image generation



	3. Super resolution



	4. Detection of ultrafake images or deepfakes



	5. Sentiment analysis



	6. Semantic segmentation



	7. Scene recognition



	8. Search for images by content



	9. Augmented reality



	10. Medical applications



	11. Privacy and Security



	12. Styling and editing of images



	13. Composition analysis



	14. Green applications



	15. Security and surveillance applications







Source: Own elaboration.
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