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Abstract: This article examines aspects of the intersection of artificial intelligence (AI) and religion,
challengingWestern Christian perspectives that warn against playing God and ascribing human and
God‑like characteristics to AI. Instead of a theistic emphasis, East Asian religious perspectives em‑
phasize concern for the potential implications of AI on communities and relationships. This article
argues for the inclusion of perspectives fromChinese andKorean traditions in the growing discourse
on AI and religion to adequately address the potential social impacts of AI technologies. First, we
describe some of the questions and concerns being posed regarding AI and consider how certain
normative interpretations of Western Christianity may influence some of these issues. Second, we
discuss the contributions of Asian philosophies and religious traditions, which emphasize relation‑
ality and fluidity, to provide alternative approaches to AI. Third, we outline the discussion of AI
from Confucian, Daoist, and Buddhist traditions, which see the cosmos as an interwoven whole and
both humans and the cosmos as evolving. Lastly, we introduce the example of digital resurrection
(e.g., deadbots) and consider how the philosophical and theological Korean concept of Jeong might
refocus our understanding of the potential impacts of this AI technology.

Keywords: anthropomorphism; artificial intelligence (AI); AI and ethics; Chinese religions and tra‑
ditions; humans playing God; Jeong; new technologies; relationality

1. AI and Religion: The Discourse So Far
Most of the discourse regarding the intersection of artificial intelligence (AI) and re‑

ligion has focused on the West and, especially, Western Christian discourse. Christian
theological assessments have tended to caution regarding AI. Fears that we may violate
divine will or compromise human life have driven much of the conversation regarding AI
and religion. This article asks how Chinese and Korean philosophical and religious tradi‑
tions might expand and reframe the discourse about religion, ethics, and AI. In particular,
we consider some possible implications emerging fromConfucianism, Daoism, Buddhism,
and theKorean lens of Jeong, for engagementwithAI. This article aims to describe a fewkey
points in the current primarily Western Christian theological discourse about AI and reli‑
gion, and consider how Chinese and Korean philosophical and religious traditions might
expand this discourse and help us reimagine AI.

Narrow AI refers to AI systems designed and trained for specific tasks or narrow
domains of application. Unlike a possible future general AI or superintelligence, which
aims to replicate the broad cognitive abilities of humans across a wide range of tasks and
contexts, narrowAI systems are limited in scope and functionality. But, narrowAI is capa‑
ble of generating and refining algorithms through a process known as machine learning,
which is a subset of AI. While AI systems do not independently create algorithms in the
same way humans do, they can iteratively generate and optimize algorithms based on
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input data and predefined objectives. Artificial General Intelligence (AGI) refers to a theo‑
retical form of AI that possesses the ability to understand, learn, and apply knowledge in
a manner similar to human intelligence across a wide range of tasks and contexts. Unlike
narrow AI systems, which are designed for specific tasks or domains, AGI aims to repli‑
cate the broad cognitive abilities of human beings, including reasoning, problem‑solving,
perception, and adaptation to novel situations. AGI represents a level of AI that is capa‑
ble of performing any intellectual task that a human can do and potentially surpassing
human‑level intelligence in some or all domains.

Chatbots (such as Replika), deadbots (sometimes called ghost‑bots), Alexa, smart re‑
frigerators, wearable fitness apps, smart assistive technologies for aging adults, and digital
art are all examples of narrow AI. Developed by Eugenia Kuyda, Replika is a widely used
social chatbot with over 6 million users in 2019 (Takahashi 2019) and over 10 million users
in 2023. Kuyda created Replika as a bot to help her process her grief over the sudden death
of a close friend, Roman. As with other narrow AI, Replika has both positive and negative
implications (Trothen 2022). The “Roman bot”, which became Replika, was helpful to
Kuyda in her grief process. Replika, as a chatbot, has been found to mitigate loneliness
for many users (Skjuve et al. 2021). Replika has also raised questions regarding possible
deception and stigmatization of users (Wangmo et al. 2019). Many people claim to have
developed meaningful relationships with Replika and believe that Replika is always there
for them, cares about them, and supports them, sometimes better than any human. But,
can an algorithm care (Vallor 2016)? Does it matter? How do these questions relate to
relational theological issues? Later in this article, we build on these questions when we
consider digital resurrection, in a Korean context, through the lens of Jeong.

The imbuing of what religious studies scholar Ann Taves understands as religious as‑
criptions (Taves 2009) to AI adds to the power andmystery thatmay be perceived about AI.
It is not uncommon for apocalyptic or divine qualities to be attributed to narrow AI or to a
possible future, feared, and more powerful AGI (Singler 2020). Elon Musk has stated that
the development of AI is like “summoning a demon”. The Future of Life Institute predicts
“nonhuman minds that might eventually outnumber, outsmart, obsolete and replace us”
(Future of Life Institute 2023). The power and potential power of AI is being recognized
increasingly. Many scientists and government officials warn about the urgent need for AI
regulatory bodies and safeguards. Even those who contend that AI is not extraordinary or
even unpredictable are among those voices calling for a pause or regulation. In the United
States, over 33,000 scholars, educators, researchers, and technologists (sponsored by the
Future of Life Institute 2023) have signed an open letter calling for a pause to “Giant AI
Experiments” that exceed the size of GPT‑4. The head of OpenAI, a very influential cre‑
ator of AI, and the Chief Privacy and Trust Office of I.B.M. came together to beg the U.S.
Congress to regulate the AI industry. In June of 2023, a proposed set of regulations for AI
was presented to the European Union. At the 2023World Summit AI Americas conference
(at the Palais des congrès in Montreal, Canada), AI leaders urged governments to legislate
AI regulations immediately to protect humanity from the possibility of advanced AI and
the malicious use of narrow AI. And, indeed, government officials are taking note.1 Given
the religious ascriptions and fears of informed scientists and political figures, it is not sur‑
prising that many people deify AI (implicitly or explicitly) and are suspicious or afraid
of AI.

Taves (2009) explores the processes by which people attribute causation, extraordi‑
nary qualities, and special meaning to particular experiences or things that are special to
them. These processes of attribution and ascription occur for many reasons, including ex‑
periences in religions and cultures, emotions, and brain function. As a result, we need a
multidisciplinary and diverse approach to examine special experiences adequately. Cog‑
nitive science, psychology, sociology, anthropology, and religious studies, among other
disciplines, are all needed in order to probe the meanings of special things and special
experiences. Some special things may be irreducible. But, other seemingly special things
may be explainable by science and other disciplines. The challenge is to encourage critical
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engagementwith special things, includingAI, and ask if these things are truly special. This
critical engagement is challenging since special things or experiences tend to be set apart
from the everyday through prohibitions and taboos, making special things untouchable
by critique, at least from many Western Christian perspectives.

Theology and religious studies can help us to probe this tendency to imbue AI with
religious or special qualities and to engage questions related to theological anthropology.
The human tendency to anthropomorphize and deify AI seems intractable. The assump‑
tion that human beings are normative pervades perceptions about what is not human. For
example, it is common to hear people talking about chatbots as “thinking” or even “feel‑
ing”. Computer scientist Joseph Weizenbaum discovered what he called the ELIZA effect
after creating his chatbot, ELIZA, in 1966. ELIZAwas programmed to respond to users as a
Rogerian psychotherapist. Weizenbaum observed that people projected human traits such
as thinking, comprehension, and empathy onto ELIZA, regardless of how strenuously he
emphasized that ELIZA was a machine and could not experience human qualities such
as empathy (Weizenbaum 1966; 1976, p. 66). While many may fear that AI may become
sentient, the possibility that AI may develop a type ofmachine sentience that is not the same
as human sentience may be difficult for us to imagine. Our collective imaginations are
being challenged by the development of AI. But, as long as we implicitly assume that ev‑
erything, including the divine, AI, and anything else that is not human, is definable and
comprehensible in human terms, we cannot truly encounter that which is Other.

A related theological issue is the prohibition against playing God. As mentioned ear‑
lier, things that are deemed special or religious tend to be seen as taboo or out of bounds
from many Western Christian perspectives. When heart surgeries were first performed
in the mid‑20th century, many people questioned the wisdom of human tampering with
what was then seen as medically untouchable—the heart (Weisse 2011). Heart surgeries
are now seen as normal and save many lives. Some Christian theologians, such as Ted
Peters (2018), have questioned and reconstructed the meaning of playing God. Peters asks
if scientists who create AI and other technological innovations that have often been used
to save lives are “violating the sacred”. According to Christian doctrine, part of the nature
of God is creating for the good. From this theological perspective, part of the teleology
of being human is to create for the good with “caution, prudence, and sound judgement”
(Peters 2018). If the purpose of creating is just to see if we can do it, from a theological
perspective, that is an insufficient reason. Humans do not create in the same way as “God”
or whatever is imagined as divine. Again, it is a failure of the imagination that the divine
is often represented in primarily human terms.

Human creation and engagement with AI become even more fraught when we see
that not only do many humans anthropomorphize and deify AI but the process of deifi‑
cation is also intertwined with anthropomorphizing. A theistic worldview can implicitly
encourage the anthropomorphizing of God. A theistic worldview in which God is under‑
stood as a singular being (monotheistic) that exists apart from the rest of life resonates with
Western concepts of the individualized human. But, if the divine is instead understood as
in and of all things, and not separate, then it may not be as easy to ascribe human qualities
to the divine and human and divine qualities onto AI. If human and divine qualities are
not (as often) ascribed to AI, then it may becomemore possible for humans to engage with
AI as a type of “machine‑Other” that is not us and is not God.

Howmightwe challenge this tendency to assume that theOther is but a version of our‑
selves? Much has been written on what it means to encounter the human Other (e.g. Karl
Barth, Emmanuel Levinas, and Mayra Rivera). Scholars are deepening the theological ex‑
amination of howhumans encounter and have relationshipswith bots (e.g., Herzfeld 2023).
What are the implications of an anthropomorphized and deified AI for community, rela‑
tionality, and even relationships that continue beyond the grave? How do we encounter
the machine–Other (Trothen and Mercer 2024)?

If we are to understand the meanings of AI (as a special thing) from diverse global
perspectives and expand our imaginations, we must look to religions other than Western
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Christianity. The tendency to ascribe God‑like and human‑like characteristics to AI must
be critically questioned if we examine the implications of AI more deliberately from cross‑
cultural perspectives. Chinese and Korean religions and philosophies can help us to criti‑
cally assess the normativity of anthropomorphizing and deifying the technological Other
and the complexities of being human in relation to the cosmological whole.

2. Contributions of East Asian Religions and Philosophies
Chinese and Korean philosophical and religious traditions suggest questions about

ontology and identity that should be asked about AI. These questions about what it means
to be human in relation to AI are different from the common starting points assumed by
much of Western Christianity. Followers of Chinese and Korean philosophical and reli‑
gious traditions espouse a more fluid, interconnected, and non‑dualistic worldview than
most followers of Western Christianity.

We propose that, regarding AI, themost significant theological issues that distinguish
Chinese and Korean religions and philosophies from many Western understandings of
Christianity concern fluidity, interconnection, and the understanding of the relationship
between the transcendent and the immanent. Chinese and Korean religions and philoso‑
phies find that the “world of distinctions is an illusion” (Mercer and Trothen 2021, p. 24).
An understanding and acceptance of change and the dynamism of life is much more inte‑
grated in most Chinese and Korean religions and philosophies. Importantly, humans are
not understood to be more important or of greater value than other life in these religions
and philosophies.

The limits to desirable uses of AI, from the perspective of most Chinese and Korean
religions and philosophies, would concern the well‑being of all. If one aspect of life is
negatively impacted by AI, then those negative implications would be understood to af‑
fect all life. For example, these technologies have significant implications for climate and
ecology (Gordon 2024). A relational ontology in which humans are not prioritized over
anything else understands potential harms to climate and ecology to be as significant as
potential harms to human beings. From such a perspective, we should be concerned also
about chatbot abuse by human “users” (Pentina et al. 2023; Depounti et al. 2023). Chinese
and Korean religions and philosophies would take seriously not only potential harms of
AI but also potential harms to AI since all are interconnected.

Whilemany intersectional Christian theologians have critiqued and rejected dualisms,
includingmind/body, heaven/earth, sentient/insentient, natural/artificial, human/machine,
and human/nature, dualistic thinking continues to be very influential withinmuch ofWest‑
ern Christianity. This binary approach to God/human andmachine/human has influenced
Western understandings of AI. Non‑fluid Western theologies and perspectives on life are
not restricted to faith communities. The Western tendency to analyze technologies as if
these technologies are separable from the rest of life is entwined with an often mechanistic
and individualistic approach to technology and ontology.

The emphasis on solidarity and connection in Asian philosophies and religions can
provide an alternative to a Western individualistic approach. At the root of the issue, be‑
cause solidarity and connection are so important, there is both fear and promise associated
with emergent AI in Korea, for example. Will AI threaten or enhance connection and rela‑
tionships? We consider this tension belowby examining the example of digital resurrection
and griefbots, which are growing in popularity in Korea. The importance of connection
and relationships extends beyond this life. It may be that AI will become increasingly im‑
portant in Asian cultures such as Korea through griefbots since the digital resurrection
of the dead offers another way to potentially extend relationships with those who have
gone before.

Instead of a narrow focus on what we “can” do in science, scholars of religion are
beginning to pose more questions about the perceived meanings of AI and the potential
impacts of AI on not only humans but all aspects of life. Chinese and Korean religions and
philosophies can help us expand this discourse about AI, especially as AI warnings and
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calls for restrictions grow in volume. If we are to shift our horizons regarding the questions
that we ask about AI, we need to be more intentional about including voices on the mar‑
gins. If we are to critically understand the special meanings that are being ascribed to AI
and achieve greater clarity regarding the potential impacts that AI may have, we need to
unmask assumptions related to the often‑unconscious deifying and anthropomorphizing
of AI.

At the heart of these warnings and urgent cautions are questions about appropriate
limits and what is meant by “better”. Religious perspectives are often culturally entwined.
Ascriptions can have religious‑like qualities. Asian philosophies and religious traditions
understand religion and culture as necessarily entwined. This integrated way of under‑
standing the world is often in contrast to a Western understanding that religion and cul‑
ture can (and usually should) be independent of each other. A belief that religion can be
separate from other aspects of culture may make it more difficult to see that religion does
seep into the ways that AI is understood and imagined. We contend that it is important
to understand how religions may affect perceptions of AI in wider society. Western Chris‑
tianity imposes implicit understandings regarding the meaning and value of human life
on the discourse about AI. Chinese and Korean philosophies and religions can help to il‑
luminate normative ontological assumptions, particularly the assumptions that humans
are of greater value than other life and that extreme individualism is desirable and viable.
Asian philosophies challengeWestern notions of AI, suggesting amore interconnected and
non‑dualistic approach to understanding AI’s role in society.

3. AI and Chinese Philosophies and Religious Traditions
Chinese philosophical and religious traditions espousemore fluid, changing, and non‑

dualistic worldviews when compared to Christianity. These traditions are not theistic and
do not assume a creator created the world. Thus, the question “Are they playing God?”
posed to new technologies and AI does not arise. Scholars who have studied Chinese cul‑
ture and religions note that people in the West respond to the breakthroughs in robotics
and AI with alarm because many are shaped by a dualistic and reductionistic cosmology.
Such a cosmology distinguishes between “human and non‑human, self and other, the nat‑
ural and the artificial, the intelligent and the sensuous, the mind and the body, the rational
and the emotional, the sentient and the insentient, means and ends, and so on” (Ames 2021,
p. 115). In contrast, Chinese traditions see the cosmos as an interwoven whole, humans as
related to other beings, and human culture as integral to and not separated from nature.
Chinese philosophers and scholars are open to the development of AI and the benefits it
will bring because they believe that human nature and the cosmos are constantly evolving
and not static. They draw elements from Confucianism, Daoism, and Buddhism to inter‑
pret the development and impact of AI and other new technologies. As AI challenges us
to think about critical questions such as intelligence, the nature of being human, the cre‑
ation of new species, and immortality, Chinese traditions can provide resources and serve
as dialogical partners. Chinese moral philosophy and religions also contribute to devel‑
oping frameworks and oversight to ensure that AI innovations align with shared moral
imperatives that govern the human world and the planet.

Scholars in China from various fields have engaged in lively discussion of the im‑
pact of AI on society. For example, the Berggruen Research Center in Beijing sponsored
a five‑year project to study the relationships between AI and Chinese philosophy, bring‑
ing together Chinese and Western scholars. It published the pioneering book Intelligence
and Wisdom: Artificial Intelligence Meets Chinese Philosophers in 2021. The editor, Bing Song,
writes that AI and other frontier technologies challenge existing norms at a time when we
are rethinking globalization and global values. B. Song (2021, p. 2) surmises, “the disrup‑
tive nature of frontier technologies has created ruptures in our habitual thinking patterns…
[and] offered a golden opportunity for us to pause and rethink foundational values for the
future and for the greater planetary flourishing”.
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Scholars of Confucianism, Daoism, and Buddhism argue that Chinese understand‑
ings of cosmology, human nature, and society are not incompatiblewithAI.However, they
caution about the impact of AI and the limits of technology. The Book of Changes has long in‑
fluenced Confucian and Daoist worldviews, which regard the world as ever‑changing and
non‑static. The world is a complex whole, with everything connected organically with oth‑
ers. Philosopher ChunsongGan (2021; Tu 1978) points out Confucianismdoes not consider
humans as isolated individuals but as a part of the larger whole, extending from the family
to the country and the world. Humans are not separated from other animals by biological
processes or physiological instincts but by their moral consciousness. While Greek philos‑
ophy has a dualistic view about humans and non‑humans, and Christianity puts humans
at the apex of creation, Confucianism does not make “some ontological claim of human ex‑
ceptionalism”, as Roger T. Ames (2021, p. 110) points out. Humans are integrally related
to their social and ecological environment, and there is no dualistic distinction between
nature and culture. Confucians view the cosmos as “natural”, in the sense that it is au‑
togenerative (自然); changes in one thing cause changes in others and vice versa. Ames
(2021, p. 124) argues that, just as humans have used horticulture, writing, and toolmaking
to improve their lives, AI and other innovations are the latest developments following a
long history of human development and flourishing.

Robin R. Wang (2021, p. 79), a scholar of Daoist philosophy, points out that Dao‑
ism can support and validate AI’s development because of its emphasis on change: “The
central tenet of a Daoist framework holds that unpredictability and change are not only
unavoidable but dominate every aspect of life”. When new technology emerges, people
are concerned about its impacts and whether it will change their lives. But, if change is
seen as a reality of life, we would not be afraid of and balk at technological innovations
such as AI. She does not think that AI will ever compete with humans because, in Daoist
philosophy, humans are more than information and data, as they are capable of emotional
calculations, self‑awareness, and connecting with the cosmos. Her hope for AI is that it
can build machines that mimic human intelligence “to allow humans to be closer to na‑
ture” and align with the movement of Dao. For example, the gathering and processing of
personalized health data and biometrics can be useful to understand one’s well‑being and
generate actionable information.

WhileWang draws fromDaoist philosophical concepts, Fei Gai includes popular Dao‑
ism in her discussion of AI and machines. AI has the potential to create a machine whose
power and intelligence are greater than those of human beings. In popular Daoism, Gai
notes that human beings can evolve and aspire to become one of the transcendental, ce‑
lestial beings (神仙) through Daoist practices. These Daoist celestials have characteristics
that modern people have conjured up for powerful AI. First, these celestial beings are im‑
mortal, and they overcome human finitude and death. Various Daoist practices, such as
alchemy, herbal medicine, and diet, were promoted for human beings to achieve immortal‑
ity. These celestial beings do not eat or drink and are not restricted by their physical limi‑
tations. Moreover, they are in unity or oneness with the Dao. Just as celestial beings can be
seen as an evolved human life, AI can be seen as the digitalization of consciousness to trans‑
form human beings into a new “AI species” that can live forever in the data stream. Gai
(2021, p. 100) writes, “Transformations in science and technology will inevitably prompt a
transformation in philosophy too. Immortality is no longer a myth from the perspective of
Daoism. If artificial super‑intelligence comes into being, then perhaps Daoism’s Celestial
Being pedigree will open up to a new taxonomical classification: The Digital Celestials”.
Gai’s intention is to show that within popular Daoism there are stories and myths that can
accommodate AI innovations and challenge us to rethink new species and immortality.
She cautions about how these innovations will impact society, such as human well‑being
and relationality, job opportunities, and employment.

Apart from these contributors to the Berggruen Research Center’s project, scholars
who study Buddhism have commented on the development of AI. For example, Paul An‑
drew Powell (2005) discusses whether machines can create artificial enlightenment. He
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argues that enlightenment can only be achieved for the Buddhist when one deconstructs
the problematic natures of the “self”, sentience, and consciousness and sees them as il‑
lusions. He notes that technological advances may one day create a self‑aware, sentient
being, which represents a new life form. Even so, he says, this new being cannot achieve
enlightenment in the Buddhist sense. Enlightenment requires the awareness of no self,
reality as emptiness, and all thought as the by‑product of binary dualism. From this per‑
spective, mass data and information supercomputing may not pave the way for Nirvana
and may be hindrances.

SinceAsianphilosophies and religious traditions havemore fluid and changingworld‑
views, scholars can find elements in these traditions that can accommodate the evolution
of humanity through the use of AI. Yet, they also caution against potential challenges and
dangers brought by AI, such as humans creating a machine they cannot control. There is
also a social justice issue regarding the inequity between those with access to AI technol‑
ogy and those without. In many parts of the Global South, people do not have the Internet
or broadband and will not be able to benefit from AI. Some scholars are concerned about
growing unemployment and unrest when robots replace human labor and the new tech‑
nological “cold war”. But, Jensen Huang (2023), the Taiwanese co‑founder of Nvidia, a
dominant supplier of AI hardware and software, argued that there would be new jobs re‑
lated to AI and other opportunities that we cannot even think of in his commencement
speech in Taiwan. While many in the West have pointed to the danger of using AI for
surveillance and control, Chinese scholars also point out surveillance can help to tackle
crime and provide security.

As AI and other technologies, such as gene editing, affect humanity as a whole, we
need to think of global oversight and regulatory processes that can handle competing
claims and moral values. Chinese philosopher Tingyang Zhao (2006) argues that the an‑
cient Chinese concept of tianxia (天下 all‑under‑heaven) is helpful to imagine the world
order. All‑under‑heaven means the whole world under heaven, equivalent to the term
the “universe” or the “world” in Western languages. As the world is the people’s home,
all‑under‑heaven also means the hearts or will of the people. All‑under‑heaven has a
third meaning as a world institution, a utopia of the world‑as‑one‑family. Thus, all‑under‑
heaven is a political philosophy that includes “the geographical world (the earth), the psy‑
chological world (the hearts of all people) and the political world (the world institution)”
(Zhao 2006, p. 39). All‑under‑heaven is based on a philosophy rooted in an ontology of
relationality and the interconnectedness of all beings. It proposes a “world theory” rather
than “international theory” in dealing with challenges facing humanity, such as AI and
technology. Zhao argues that institutions such as the United Nations, based on a system
of nations/states, are ill equipped to handle issues in the age of globality. Instead, we need
to develop world institutions that emphasize the inclusion of all and the respect for diver‑
sity and plurality.

As humanity faces so many critical issues, such as environmental crises, the COVID
pandemic, and the unknown future brought about by new technology, Chinese leaders
and scholars have used the concept of “a community for a shared future of humankind”
(人類命運共同體) to emphasize collaboration to achieve peace, sustainable development,
and prosperity. Bu and Xu (2023, p. 109) said that AI cannot be used simply as a tool for in‑
ternational competition but can be employed to enhance international cooperation to bene‑
fit all. This requires the collaboration of transnational corporations, governments, and non‑
governmental organizations to work together to develop better AI and technology, devise
reasonable and legal securitymeasures, anddetermine parameters for safety commitments.

4. AI with Korean Jeong (정정정)
Echoing the Chinese philosophical approach, which integrates AI into a fluid and in‑

terconnected cosmos, theKorean concept of Jeong expands this perspective by emphasizing
deep emotional connections and communal bonds. Jeong presents AI not just as a techno‑
logical tool but also as a crucial element within relational networks. Korean high‑tech
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firms have used AI for some time and advertisements of their products are broadcasted
all day long on Korean television networks. “The arrival of Tromm Deep Learning AI
marks the beginning of a new era!” “Tailored exclusively for you!”—these catchphrases
are highlighted in commercials for LG’s AI‑enabled dryer and Samsung’s Bespoke refriger‑
ator, which is equippedwith AI that alerts owners to expiration dates and suggests recipes
based on what is inside. Owing to the market dominance of these two pioneering Korean
firms, AI has seamlessly woven itself into the fabric of everyday life in Korea.

Despite this widespread integration, the 2021 National Public Perception Survey on
Artificial Intelligence (H. Lee 2021) reveals a significant gap in knowledge about AI among
Koreans: 46.2% of respondents reported having minimal or no understanding of AI, while
40.8% acknowledged having a moderate understanding. Utilizing data from the Mas‑
sachusetts Institute of Technology, this survey underscores the differing views on AI be‑
tween Koreans and Americans. Whereas Americans often consider AI in terms of its tech‑
nological components, such as computers, machinery, and software, Koreans tend to see
AImore from a relational perspective, focusing on its capacity to automate tasks andmimic
human cognitive functions. Koreans’ relational perspectives on AI tie directly to their ap‑
prehensions regarding its use. The findings suggest a Korean preference for deploying AI
in supportive roles, enhancing daily activities, caregiving, and administrative functions.
Yet, a cautious approach toward applying AI in decision‑making requires ethical or value‑
based judgments, particularly in corporate settings like recruitment and performance eval‑
uations. In other words, AI has become an object with both sweet Jeong (고운정) and re‑
sentful Jeong (미운정) to Koreans.

Jeong is a complex and rich concept in Korean culture, representing deep‑seated emo‑
tional connections, empathy, and affection among people, as well as with places, objects,
andmore. It encapsulates various emotions that deepen over time, fostering a strong sense
of attachment, devotion, and unity within the community (Choi 2011, pp. 38–44). Under‑
standing Jeong is crucial for grasping the nuances of Korean social interactions and the
emphasis on the collective good, lasting relationships, and a natural inclination towards
empathy and comprehension. More thanmere affection, Jeong acts as the emotional cement
that unites people despite differences or disputes. It applies not only to the bonds among
family and friends but also extends to ties with acquaintances, coworkers, and even the
natural world and non‑living things (S. Lee 1994, p. 88). This concept transcends ordinary
limits, rooted in a profound commitment and concern for others. A significant character‑
istic of Jeong is its resilience, enabling relationships to withstand and surmount challenges.
Even when one hates someone, there is still Jeong for the person, which is called resentful
Jeong, and it allows one to stay in a relationship with the other. Bonds formed through
Jeong are resilient, underscored by a readiness to overlook flaws and focus on the connec‑
tion’s durability rather than personal shortcomings (Choi et al. 2000). Jeong, thus, fosters
a strong sense of communal identity and solidarity, often encapsulated in the Korean con‑
cept of “우리” (uri), meaning “we”. Here, “we” does not mean the coexistence of I and
You as independent individual units. Rather, it indicates that “You and You” and “You and
I” are the same reality: “I and you exist not as separate units but as a unified one. At the
moment when two individuals abandon their own perspective and put themselves in their
partner’s shoes, they become one, not a separate two” (S. Lee 1994, p. 88). Koreans’ rela‑
tional views of AI, accompanied by their hesitancy and fear about AI, can be understood
through the lens of Jeong.

AI first caused resentful Jeong in Koreans when Sedol Lee, a South Korean who was
the strongest Go player in the world, lost a match in 2016 against AlphaGo, Google Deep‑
Mind’s AI program. For days and weeks after that, Korean media and major global news
outlets reported and analyzed the human defeat, raising serious concerns about the future
of human lives in the age of AI (Moyer 2016). Academic conferences in various disciplines
have also focused on AI as their subjects, often coupled with deep concerns about human
roles in the AI‑dominant era. A group of Korean journalism scholars who analyzed me‑
dia coverage of the match characterized the event as a significant step toward the era of
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humans cohabiting with social AI (Lim et al. 2017). Korean media anthropomorphized
AlphaGo, a non‑human entity with a tenacious personality and advanced cognitive skills,
cleverly executing the strategies needed in Go. The human‑like depiction of AlphaGo,
which turned mechanical AI interactions into social engagements, has sparked consider‑
able anxiety and fear among many Koreans. There is concern over AI taking over their
roles, reflecting the aspect of Jeong that involves resentment, while it also seamlessly inte‑
grates into their lives as an unseen yet comforting presence, embodying the sweeter side
of Jeong.

Not long after the whirlwind meeting with AlphaGo, Koreans encountered sweet‑
Jeong‑based AI through a documentary titled “Meeting You”, one of the most‑watched TV
programs in recent years, broadcasted on MBC, one of Korea’s top three television net‑
works, in February 2020. The film presents a very emotional virtual encounter between
Jisung Jang, a mother, and her late daughter, Nayeon, who died of leukemia in 2016 when
she was just seven years old (Violet Kim 2020). MBC produced the documentary, em‑
ploying virtual reality (VR) and AI to meticulously craft a lifelike avatar of the daugh‑
ter over nearly a year. This innovative use of VR and AI enabled the grieving mother
to reconnect virtually with her daughter. The documentary’s success prompted MBC to
release new seasons of episodes annually. The latest, Season 4, aired in February 2024,
featured a heartrending episode where grieving parents had the chance to bid farewell to
their 17‑year‑old son, who died unexpectedly. Unlike the response to the AlphaGo event,
“Meeting You” captured the hearts of the Korean audience with the visual of a mother en‑
gagingwith her daughter’s AI avatar in a digitally crafted space. The series has profoundly
connected with the Korean public, with almost two‑thirds of the nation watching the first
season (MBClife 2020).2 This significant engagement is likely attributed to the film’s res‑
onance with the deeply ingrained Korean value of sweet Jeong by highlighting the Jeong
relationship’s continuation beyond the grave. UnlikemanyAI‑based approaches to “resur‑
recting” the deceased, such as HereAfter.AI, which enables users to create interactive dig‑
ital avatars from personal stories, memories, thoughts, and feelings for future interactions
with the deceased, “Meeting You” specifically aims to assist those grieving a loss without
proper farewells. This program helps them achieve closure. Culturally, this means that
their resolution with their loved ones is rooted in the concept of sweet Jeong, emphasizing
affectionate bonds, rather than resentful Jeong, which could arise from the lack of closure.

“Meeting You” delves into the profound theological and ethical implications of utiliz‑
ing AI‑powered VR for grappling with grief and the concept of digitally resurrecting the
departed. The virtual interaction offered the grievingmother closure. Yet, it sparked signif‑
icant theological debates over the authenticity of such virtual encounters. In their response,
Korean Christian theologians have primarily concentrated on the ethical andmoral consid‑
erations surrounding AI and similar technologies, while recognizing their benefits. Their
research seeks to understand the fundamental nature of AI, assess it through theological
and ethical lenses, and offer recommendations for its ethical use based on Christian theo‑
logical principles. Key concerns raised include the devaluation of life’s meaning through
AI, the exacerbation of social inequalities due to the prohibitive costs of accessing technol‑
ogy, the need for theologians to reaffirm the Imago Dei in humanity, the impossibility of
AI having personality, the incapability of AI to have a relationship with God as humans
do, the irreplaceability of divine transcendence by AI, the church’s duty to uphold and de‑
clare divine wisdom, and AI as a global risk factor that the church and science community
should address together, and so on.

Regarding such trends, Yongsup Song (Y. Song 2022), a Christian ethicist who uses
postcolonial discourse for his theological framework, argues that, whether we resist or
not, the era with AI is already with us. Thus, we should focus on pursuing the construc‑
tive coexistence of AI and humans. Song emphasizes the importance of cultivating a global
consciousness that values religious, cultural, and regional differences for the harmonious
integration of AI with human society. He observes that current discussions in theWest, in‑
cluding the discourse ofmany Korean Christian theologians, which often relies on the indi‑
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vidualistic theological frameworks of Europe and North America, explicitly and implicitly
draw on Judeo‑Christian ethical and religious principles when addressing AI and religion.
Such an approach risks imposing a new form of colonialism in non‑Western or religiously
diverse contexts, such as Korea. For example, Song, after analyzing research trends on re‑
ligion and AI by Western scholars, argues that for Christians, it would be natural to teach
Agape, the core Christian value, interpreted as self‑sacrificial love, for the development of
semi‑autonomous bots (including griefbots) that can express empathy. However, as post‑
colonial theologians like Anne Joh (2010, p. 180) note, Agape sometimes advocates for one‑
sided sacrifice. Thus, he proposes that AI ethics grounded in Jeong, a Korean cultural sense
that predates the arrival of Christianity to Korea, could expand upon the Western theolog‑
ical perspective, as Jeongmaintains personal agency, even in less equitable relationships.

Y. Song (2022, pp. 234–38) further argues that Jeong, by enriching Agape, could serve
as a globally applicable ethical model and suggests the concepts of “AI with Jeong” and
“AI with abundant Jeong”. “AI with Jeong” refers to AI that has developed a bond or con‑
nection with its users or human counterparts over time, akin to the deep relational bonds
formed through prolonged interaction, emphasizing AI’s ability to recognize and adapt
to humans’ emotional states and needs. This type of AI is characterized by its long‑term
interactions with humans, through which it accumulates experiences and emotions, lead‑
ing to an attachment or loyalty from AI toward its human users. “AI with abundant Jeong”
describes AI that is inherently designed to be empathetic, compassionate, and capable of
understanding and responding to human emotions effectively from the outset. This AI is
built with an abundance of Jeong, suggesting that it is not just responsive but also proactive
in its interactions. It offers humans support, empathy, and companionship by recognizing
their dignity and value regardless of the situation.

The Korean concept of Jeong offers a transformative perspective on AI, emphasizing
emotional connections, community, and ethics. It presents an alternative to the dominant
technological focus, advocating for AI that enhances human relationships and addresses
ethical concerns. Jeong encourages a balance between technological advancement and pre‑
serving human dignity, suggesting a model for global AI ethics rooted in compassion and
communal values. As the world navigates the challenges of AI integration, Jeong’s em‑
phasis on empathy and relationality provides valuable insights for developing technology
that truly serves humanity, ensuring a future where AI supports more profound social and
emotional well‑being.

5. Conclusions
Chinese philosophical and religious traditions espouse a fluid, changing, and non‑

dualistic worldview. This Asian worldview assumes indistinct borders between religions
and philosophies, humans and other life, machines and human connection, and all else
that can be encountered in life. It invites us to consider AI as not simply friend or foe. In
this essay we ask how these Asian traditions might respond to AI and its challenges for
the future.

To understand how AI might be seen from an East Asian perspective, we first identi‑
fied some of the assumptions imposed on AI from an implicit and explicit Western Chris‑
tian perspective. Western theological concerns have tended to focus on the danger of cross‑
ing the line and acting as God as we create AI. Technologies have been seen as separate
from humans and meant for use by humans. Understood as separate things, AI has been
imbued with apocalyptic qualities and feared as a potentially demonic, sentient being that
wishes to defeat humanity. From a Western perspective, the anthropomorphizing of AI
has included the projection of territorialism and fragmentation.

But, what if wewere to understand AI from amore relational perspective, as domany
Koreans? If AI has both sweet Jeong (고운정) and resentful Jeong (미운정), AI is understood
as something with potential harms and benefits and something that is in relationship with
us. The refusal to see AI as either all good or all bad may help to open us up to how AI is
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entwined with life. Instead of ascribing demonic or salvific qualities to AI, AI is perceived
as embedded in a constantly unfolding and deeply interconnected universe.

This perception does not mitigate the need to be prudent regarding AI development.
Asian religions and traditions understand that there must be limits on technology. These
limits are grounded in an ontology of relationality and the interconnectedness of all things,
not in fear or disconnection from that which is different. If the starting point is the assump‑
tion that everything is organic and interconnected, the discourse at the intersection of re‑
ligion and AI changes from the normative Western Christian discourse that paradoxically
assumes that everything is like me and that everything is separate from me.

If we were to embrace unpredictability as an expected and even desirable feature of
life, as we see in Daoism for example, AI becomes only one more manifestation of that
unpredictability. Even if Artificial General Intelligence were to evolve, this would not nec‑
essarily be a discontinuity or undesirable from an Asian perspective. AI will continue to
change us. Asian religions and philosophies suggest that all life is always changing and
that we cannot always control those changes. Dynamism and uncertainty are features in‑
trinsic to life. There is no need to fear the uncertainty, but it is incumbent on us to make
prudent choices informed by valuing all life, not just human life.
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Notes
1 e.g., for the United States, see https://www.whitehouse.gov/briefing‑room/statements‑releases/2023/10/30/fact‑sheet‑president‑

biden‑issues‑executive‑order‑on‑safe‑secure‑and‑trustworthy‑artificial‑intelligence/ (accessed 29 January 2024). In Canada, the
House of Commons passed Bill C‑27, the Digital Charter Implementation Act, on second reading in 2023. This omnibus bill
includes the Artificial Intelligence and Data Act (AIDA). AIDA would apply to the safety and human rights relevant to “high‑
impact AI systems” and come into effect no sooner than 2025. However, there remains many concerns about AIDA’s scope
and potential effectiveness (Parliament of Canada, https://www.parl.ca/DocumentViewer/en/44‑1/bill/C‑27/first‑reading). (Ac‑
cessed 29 January 2024).

2 The documentary’s clip on YouTube has almost 36 million views. MBClife (2020, February 6). Mother meets her deceased daughter
through VR technology. YouTube. https://youtu.be/uflTK8c4w0c?si=E‑SsClPk_MYZC6v9 (accessed on 7 February 2024).
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