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Abstract: Pedestrian detection is a great challenge, especially in complex and diverse occlusion
environments. When a pedestrian is in an occlusion situation, the pedestrian visible part becomes in-
complete, and the body bounding box contains part of the pedestrian, other objects and backgrounds.
Based on this, we attempt different methods to help the detector learn more features of the pedestrian
under different occlusion situations. First, we propose region resolution learning, which learns the
pedestrian regions on the input image. Second, we propose fine-grained segmentation learning to
learn the outline and shape of different parts of pedestrians. We propose an anchor-free approach that
combines a pedestrian detector CSP, region Resolution learning and Segmentation learning (CSPRS).
We help the detector to learn extra features. CSPRS provides another way to perceive pixels, outline
and shapes in pedestrian areas. This detector includes region resolution learning, and segmentation
learning helps the detector to locate pedestrians. By simply adding the region resolution learning
branch and segmentation branch, CSPRS achieves good results. The experimental results show that
both methods of learning pedestrian features improve performance. We evaluate our proposed
detector CSPRS on the CityPersons benchmark, and the experiments show that CSPRS achieved
42.53% on the heavy subset on the CityPersons dataset.

Keywords: pedestrian detection; resolution learning; segmentation learning; computer vision;
deep learning

1. Introduction

Pedestrian detection is the basis of other computer vision tasks, such as pedestrian
re-identification, human pose estimation and other tasks. With the development of con-
volutional neural networks, pedestrian detection has gained improvements. With the
development of deep learning and convolutional neural networks, there are two main
methods for pedestrian detection, one is based on anchor-based approaches, such as Faster
R-CNN [1], and the other is based on anchor-free approaches, such as CSP [2].

There are many improvements in pedestrian detection from the perspective of improv-
ing performance, such as fusing edge features to help pedestrian detection [3], merging
segmentation features to assist pedestrian detection [3], utilizing part-based pedestrian
detection with several parts of pedestrians [4,5], adopting visible features to improve
performance [6,7], adopting semantic head to improve performance [8], combined with
attention mechanism [9,10], cross-dataset training [11,12] and so on. Although there are
many improvements in pedestrian detection, the performance still needs to be improved,
especially in the heavy set. Therefore, it is important to improve the performance of pedes-
trian detection. The occlusion is complex and diverse, requiring highly representative tasks
to guide the pedestrian detection task.

There are many improvements based on segmentation information, such as [3] and
so on. The segmentation information contains the outlines and shapes of the pedestrian
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in the pedestrian area. Therefore, the detector might benefit from these details regarding
pedestrian features.

We do not fuse segmentation information to convolutional features. The detector
has the ability to predict 1/4 the size of the segmentation map. The detector has the
ability to distinguish between pedestrians and non-pedestrians. We adopt fine-grained
segmentation annotations as the ground truth for the parts of each person, which includes
edge information for pedestrians.

In [13], they proposed that the network should learn the input image more than once,
the network should combine memory and input images to learn repeatedly at the different
stages of the network. Instead, unlike them, we let the detector reconstruct the input
image again. In the deep convolutional layers of the detector, the filters learn more abstract
and blur features. For this problem, the filter contains details and structural features that
are important for pedestrian localization.

We propose a new perspective that combines pedestrian detection with resolution
learning. Ref. [14] proposed a method combining super-resolution learning and segmenta-
tion tasks. Inspired by their method, we propose to integrate region resolution learning
into pedestrian detection. CSPRS unifies pedestrian detection and resolution learning.

The regional resolution pixel learning task assists the pedestrian detection task. Com-
pared to pedestrian detection, this is a high feature representation task. This highly rep-
resentative features guides and supervises pedestrian detection. We add the resolution
learning branch to CSP [2]. The pedestrian detection task is further enhanced by the fine-
grained structural representation. It is not involved in the inference stage and does not
cost computation.

This resolution learning reconstructs details and structural features of images from
the region pedestrian bounding boxes to learn pedestrian features. The region resolution
learning branch is only sensitive to the region in pedestrian detection. Therefore, CSPRS
has the ability to learn 1/4 the size of the original image input. CSPRS predicts the center,
scale and 1/4 size image resolution pixel input at the same time. The detector not only
learns the pedestrian position but also learns the resolution image input; therefore, the
detector learns more features of each pedestrian.

The visible part of the pedestrian becomes incomplete in occluded environments,
and the visibility of pedestrians is low in the case of severe occlusion; therefore, the
detector has more difficulty predicting pedestrians. The regional resolution learning task
focuses on regions within bounding boxes, which contain certain areas of pedestrians,
some background and other objects under occlusion. Pedestrians are often in crowded
scenes, and occlusion was divided into intra-class and inter-class occlusion. In the intra-
class occlusion, especially in heavy intra-class occlusion, the detector usually detects
pedestrians inaccurately.

Due to the diversity of objects within pedestrian bounding boxes, there is a weak ability
to learn the diversity of other objects. Thus, the pedestrian detector should focus on the
occluded pedestrians, even if the occluded pedestrians only account for a small percentage
of the pedestrian bounding boxes. There are many kinds of occluded pedestrians, and
we directly predict the pixel resolution pedestrian image to learn from the image itself.
In this way, the detector learns from the input image to distinguish pedestrians from
the background or other objects within the pedestrian bounding box area. By learning
the regions of pedestrians, it might learn the silhouette and pedestrian silhouette when
occluded. In order to make the detector focus on the pedestrian, we only predict the pixel
region occupied by pedestrian images, and other parts are set zero.

Our main contributions include:

We introduce region resolution learning into the pedestrian detection field, which can
make the detector more robust and contain more representation information. We combine
the region resolution learning task with the pedestrian detection task, and the resolution
learning task guides the pedestrian detection task. We propose a region resolution learning
branch to keep 1/4 as the size of image resolution representation. In this way, the detector



Electronics 2022, 11, 966

30f11

maintains the high resolution of the image in the network fusing abstract features with
high-resolution original features.

We propose a segmentation branch for pedestrian detection that predicts the segmen-
tation of pedestrian parts on the pedestrian bounding box area. We perform different
experiments to find a better style of adding resolution learning. After adding resolution
learning, our proposed method CSPRS improves the performance.

2. Related Works
2.1. Anchor-Based

Faster RCNN [1] has been widely used in the pedestrian detection field, and there
are many variations of Faster RCNN, such as adding an attention mechanism, adopting
GIOU Loss, adopting new NMS loss and new feature fusion styles as well as other styles
of modifiers.

There are many methods based on part-based approaches. In [4,5], the part-based
detector first learns the parts individually and integrates the parts together. However,
ref. [5] predicted the visible parts of five parts, and then fused the visible to predict full-
body estimation. In [4], they combined a part-based approach with data enhancement; they
randomly selected a part from five parts to add occlusions, thus, increasing the ability to
handle occlusions.

There are some approaches that use visible part annotations to help locate full-body
bounding boxes. Both [6,7] designed full bounding box prediction branch and visible part
bounding box prediction branch and then fused these two bounding boxes, which were
based Faster R-CNN. BCNet [15] also fused the full bounding box prediction branch and
visible part bounding box prediction branch on the basis of CSP [2].

There are many methods that added attention mechanisms. On the basis of Faster
R-CNN, ref. [9] added an attention module and a transform module. The attention module
predicted the segmentation map, which consisted of 0 and 1. The value was set as 1 within
the pedestrian bounding box and in others as 0. The transform module was adopted to
handle occlusion, which separated the pedestrian and non-pedestrian.

There are many approaches to use segmentation and edge prior information. On the
basis of Faster R-CNN, ref. [3] added a small branch, in this small branch, they attempted
to define various channel features, including ICF channel, segmentation, edge, heat map,
flow channel and depth features. Finally, only segmentation features helped to improve
pedestrian detection performance. They merged this small branch and the backbone
output features.

2.2. Anchor-Free

CSP [2] was first proposed in 2019 as an anchor-free detector; its architecture was
simple and straightforward. It predicted the center and height of each pedestrian center.
There are many improvements based on CSP [2], such as fusing the visible center and
body center, modifying the feature fusion of the the four stage output, adding an attention
module and so on.

BCNet [15] fuses the visible center and the body center, using the visible center to
help refine the predicting body center. In PP-Net [16] adopts a new style of feature fusion.
Recently, an attention mechanism was introduced into CSP [2]. In the [10], they proposed
a spatial attention module and a channel attention module, which is attached after back-
bone output stage 4. The channel attention module acquired inter-dependencies between
channels, and the spatial attention acquired long-range dependencies between pixels.

3. Proposed Method
3.1. Overall Architecture

The overall architecture is shown in the Figure 1, and the backbone adopts ResNeSt101 [17]
to extract features. We designed a region resolution learning prediction branch to learn the
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pixel image regions. CSPRS is based on CSP [2], which is an anchor-free detector. CSPRS
architecture has two parts, the feature extraction and the detection head.
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Figure 1. The architecture of CSPRS includes two parts: feature extraction and the detection head. The
backbone of the detector is ResNeSt101 [17]. In the detection head, there are four output prediction
branches, which are 1 x 1 convolution layers.

Feature extraction takes the image as input, and the output is a fused feature map
at 1/4 the size of the image. The backbone extracts the input image features, we obtain
the four stages output of the feature map, transpose these four feature maps, attach L2-
normalization and concatenate these four feature maps. In the part of the detection head,
the fusion feature attaches a convolutional layer with kernel size 3 x 3 and attaches four
convolutional layers with kernel size 1 x 1 to predict the center, scale, offset, resolution
region and segmentation. The offset output prediction is adopted to refine the position of
the center, and the resolution output indicates region resolution learning prediction.

3.2. Resolution Learning

We live in a three-dimensional world: a point contains less information than a line,
and a line contains less information than a surface; thus, it is important to find a high
representation task to assist pedestrian detection. In this way, the high representation task
contains more detailed features, and it is easy to infer low representation tasks.

Ref. [14] proposed a segmentation method on the basis of the results of previous
studies. This method adopts super-resolution learning to improve segmentation learning.
Considering why they adopted this method, the super-resolution learning task is a high
task representation compared to the segmentation task. However, what task is highly
representative compared to pedestrian detection? Considering this question, we predict
not only the center and its height but also the image pixels of the pedestrian. In this way,
the high representation task is helpful for low representation pedestrian detection.

Resolution learning also helps the network to better learn the attribute representation
of a pedestrian. On the deep convolutional layers, the detector learns high-level features,
which are abstract and blurred, and thus it might require the resolution pixel input feature
to obtain an overall and detailed look.

Different from super-resolution learning, we only learn the pedestrian region reso-
lution feature. In this way, resolution learning might learn the size and appearance of
pedestrians, and the detector only focuses on the region of pedestrians rather than the
background and other objects. As there are different objects and backgrounds that do not
assist in pedestrian detection. In the output prediction, given an input, the detector outputs
1/4 the size of the input pedestrian region.

Our region resolution learning output prediction learns the region of pedestrian itself,
the resolution prediction is 1/4 the size of the input size, The channel of resolution is 1 or 3,
and the region is the pedestrian region or the total input image. The different strategies
can be seen in Table 2. In total, we add a prediction output branch to the CSP [2], and the
prediction learns the pixel image. We suggest that resolution learning is high representation
compared with pedestrian centers and scale learning. Detectors simultaneously predict the
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region resolution learning, center, scale and offset. We adopt a convolution layer to predict
region resolution learning.

3.3. Segmentation Learning

Segmentation information contains outline and shape information, and fine-grained
segmentation annotation is shown in Figure 2, which contains the different segmentation
information for different body parts. Thus, the detector has the ability to distinguish
different body parts of a person. The detector only learns the pedestrian region of the
segmentation map, and thus it only focuses on the pedestrian area.

Figure 2. Examples of fine-grained segmentation. This picture comes from Cityscapes Panoptic
Parts [18].

In [3], the method fuses extra features into convolutional features and the extra feature
as prior information. We let the detector learn segmentation information. In this way, the
detector can learn where the legs, head, arms, etc. are. The detector has the ability to obtain
many shapes of pedestrian parts.

3.4. Training
3.4.1. Loss Function

The loss function has four parts: one is the pedestrian center, the second is the pedes-
trian size at the center position, the third is the offset, and the last is the resolution learning.

3.4.2. Ground Truth

For the label of the body center, we adopt 2D Gaussian, which can be seen in
Equation (1). In this heat map, the center of the pedestrian is defined as positive, while the
other points are defined as negative. At the center of the pedestrian, the value is set to 1.
In other regions within the pedestrian bounding box, the value is set to the 2D Gaussian
value. For the label of scale, the scale consists of height and width. We predict the height
and width of each pedestrian at the center point, take the logarithm of height and width
as the scale label. In the ground truth of the width map, within 2 pixels around the center
point, the value is set as the logarithm of the width value.

The height map is similar to the width map. For the label of resolution learning, we
adopt bilinear interpolation to resize the input image to 1/4 the size of an input image. The
1/4 size of an input image set as the ground truth, we only adopt the R channel of the input
image, which has three RGB channels. For the label of segmentation learning, we adopt
bilinear interpolation to resize the fine-grained segmentation map to 1/4 the size of the
segmentation map.
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3.4.3. Center Loss

The center loss adopts 2D Gaussian and Focal loss [19] to position the pedestrian in
the input image—the 2D Gaussian function as seen in Equation (1). The Focal loss [19] is
seen in Equation (2).

M;; = max G(i,7; X, Yi, Ow,, O
U k=12 K (82 % Yo g O )
(=92 | (=y?) M)
2(7%, 217%

G(l/]// x,]/, Ow, 071) = e_

where K is the total number of pedestrians in each image, (x, Yir Ty (Thk) are the position
label of pedestrian. At the 2D Gaussian overlap location, we apply the element-wise
maximum [2] value.

=
=~z

1 . N
—= a;i(1— pij)Tlog(pi;) 2)
K i=1j=1

Lcenter -

where

s pi ify;;=1
i L= pij

otherwise

i = (1—M;j)P otherwise

®)

In the above, (i,j) represent the location, y;; indicate center or not. p;; represents the

prediction confidence score at location. The size of predicting map is (%,?). The o is set as
2, and B is set as 4, which are suggested in [20].

3.4.4. Scale Loss
We define the scale prediction as a regression task via L1 loss [21],

] K
Lieignt = % Y L1(se t) 4)
k=1

where s and t indicate the height output prediction and ground truth height value of each
positive pedestrian. We only focus on the height or width on the center location region,
other locations are not considered. The total loss function contains Lye;gns and Ly

Lscate = Lheight + Luidtn ®)

3.4.5. Offset Loss

We define offset prediction as a regression task via smooth L1 loss [21].

1 & R
Loffset = X Z SmOOthLl(Ok, Ok) (6)
k=1

where oy and 0 represent the ground truth offset and prediction offset, and the offset loss
is used to refine the center coordinates of each pedestrian.

3.4.6. Resolution Loss

We define this resolution learning task as a regression task. The size of the resolution
prediction is 1/4 the size of the input, and we use Mean Squared Error (MSE) loss in
Equation (7) to refine the resolution learning branch.

1
L, = ZMSELoss(yt, Yp) (7)

where A represents the total pixels within the pedestrian bounding box, which indicates
the body box instead of the visible part box. The y; and y, represent the pixel values of the
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image within the pedestrian bounding box and the prediction of resolution learning. In
this way, the detector only focuses on full-body bounding boxes containing the pedestrian
and a few backgrounds when in the occlusion situation.

3.4.7. Segmentation Loss

We define the segmentation loss task as a regression task. The size of the segmentation
branch is 1/4 of the input size. We use the Mean Squared Error (MSE) loss in Equation (8)
to refine the segmentation learning branch.

Ly = %MSELoss(yt, Yp) (8)

where A represents the total segmentation pixels within the pedestrian bounding box. y;
and y, represent the segmentation map of pedestrians within the pedestrian bounding box
and the prediction of the segmentation map.

3.4.8. Total Function

The total loss contains several parts, the loss of center, scale, offset, resolution learning
and segmentation learning.

L = AcLcenter + AsLscate + /\OLoffset + ALy + AsLs (9)

where A, is set as 0.01, A is set as 0.05, A, is set as 0.1, A is set as 0.0001 and A, is set
as 0.0001.

3.5. Inference

During inference, resolution learning does not involve the prediction of pedestrian
position, and we adopt the center map, scale map and offset map to generate the center
point position and size of the pedestrian. The position confidence above 0.1 is defined as the
positive center, and we combine the scale map to generate the pedestrian coordinates. We
adopt NMS to filter redundant boxes, and the NMS is set as 0.5. Specifically, in the center
prediction map, we define the above confidence score of 0.1 as the center of pedestrian,
we take the index of the center position of the scale map and multiply it by 4 to obtain the
center point of width and height. Add 0.5 to the value of the center point position in the
offset map, and add the result in the center coordinate to obtain center point coordinates.
Thus, we obtain the center position and scale of the pedestrian. We adopt a post-processing
NMS threshold of 0.5 to filter prediction boxes.

4. Experiments
4.1. Experiment Setting
4.1.1. Datasets

CityPersons [11] Dataset was proposed in 2017, which is annotated on the CityScapes
benchmark [22]. The background includes 27 cities. It has 5000 images altogether. We used
2975 images for training and 500 validation subset images for testing. The input scale of
images is 1x when testing. The evaluation metric is MR~2 [23], which is the log-average
Missing Rate over False Per Image (FPPI) ranging in [10~2, 100].

4.1.2. Training Details

CSPRS is realized in Pytorch [24]. ResNeSt101 [17] is the backbone for extract feature,
which was pre-trained on ImageNet [25]. Adam [26] is adopted to optimize the network.
In the training, we adopt moving average weights [27] to improve the results. A mini-batch
contains five images in one GPU. The type of GPU is Tesla V100-5XM2 or Tesla P100-PCIE.
The input resolution is 512 x 1024. The initial learning rate is set as 4 x 10—4, which is
unchanging during the training unless otherwise stated. The epoch of the training is 150.
We choose the best performance within the 150 epochs.
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4.2. Ablation Study

Inspired by super-resolution learning, we predict the total image and segmentation
map of the total image. The result shows that this idea is helping to improve the result, the
results are seen in the first line of Table 1, this achieves 43.63% on the heavy set. We propose
that predicting the total image contains the background, which has many other objects, and
thus we only predict the body region to make the detector focus on the body region. The
result is shown in the second line of Table 1, and this is better than in the first line.

Table 1. Comparison of different strategies. R stands for resolution learning branch. S stands for
segmentation learning branch.

Region R S Visible Reasonable Bare Partial Heavy
total image + 4+ - 10.99% 7.83% 9.89% 43.63%
pedestrianarea  +  + + 9.71% 5.83% 8.89% 42.53%

We only add a branch on the basis of CSP [2], and the result shows that this branch
helps the detector to obtain better performance with the different GPU types and sizes as
discussed in the ACSP [28] paper. In ACSP, the ablation study indicates the type and size
of GPU to influence the performance. In OCSP [29], they train a CSP on one GPU, and the
result is not better than the CSP paper. Training CSPRS on one GPU with five batch sizes.

We add a segmentation branch to the CSP, we first only add a segmentation branch
to CSP, and the results are seen in Table 2 second row. We both add the segmentation
branch and the resolution branch in the third row of Table 2. The result shows that, when
both adding segmentation and resolution branch, the detector has a better result on the
heavy set. In total, inspired by region resolution learning, we add a prediction branch
to learn the input itself, which has one channel. In this way, the detector learns other
backgrounds and other objects; therefore, we refine the region of resolution learning task,
and the detector only learns the pedestrian region. In order to find a new balance, we
attempt to add different styles of pedestrian extra features.

Table 2. Ablation study of different adding extra feature of segmentation and resolution and so on.

+Resolution  Segmentation Visible Reasonable  Bare  Partial Heavy

+ — — 9.35% 6.11%  8.44%  43.78%
— + — 9.84% 568%  9.50%  43.39%
+ + + 9.71% 583%  8.89%  42.53%

4.3. Comparison with the State of the Arts

We compare the CSPRS with state-of-art methods in the validation subset in CityPer-
sons datasets including FRCNN [11], FRCNN+Seg [11], TLL [30], ALF [31], OR-CNN [32],
CSP [2], BCNet [15] and ACSP [28]. The results are shown in Table 3. We evaluate CSPRS
on reasonable set, bare set, partial set and heavy set. All method are trained on the CityPer-
sons [11] datasets without any extra data (except ImageNet [25]) and tested on a validation
subset from the CityPersons datasets. In Table 3, we observe that CSPRS obtains MR 2
with 42.53% on the heavy set of the CityPersons datasets.

On a reasonable set, CSPRS obtains MR ~2 with 9.71%. CSPRS achieves MR 2 of 5.83%
on the bare set. On a partial set, it gains 8.89% MR 2. It can be seen that CSPRS obtains
a fine result without any occlusion strategies. Our proposed method CSPRS is based on
CSP. Compare with CSP [2], from the Table 3, CSPRS improves by 1.29% on reasonable set;
6.77% on the heavy set; 1.91% on the partial set and 2.27% on the bare set. The ACSP [28]
is the adaption of CSP. CSPRS improves MR~ by 3.89% on the heavy set than ACSP [28].
It obtains slightly worse results on reasonable, partial and bare set; hence, we adopt a
different experiment setting and compare with ACSP.
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In ACSP [28], they attempted different GPU numbers and image number per GPU and
found that two GPUs worked best with two images per GPU. The resolution of our input
image is 0.5 times the size of the original image, and in ACSP [28], the resolution of the
input image is the size of the original image. Our batch sizes are 5 with one GPU; however,
in ACSP [28], its batch sizes are 2 with two GPUs. More importantly, we found that CSPRS
could achieve better results in very early epochs in the training process compared with the
same epochs for ACSP.

Table 3. Comparisons with state-of-the-art on the reasonable, heavy, partial and bare sets of the
CityPersons datasets.

Method Backbone Reasonable Heavy Partial Bare
FRCNN [11] VGG-16 15.4% - - -
FRCNN+Seg [11] VGG-16 14.8% - - -
TLL [30] ResNet-50 15.5% 53.6% 17.2% 10.0%
ALF [31] ResNet-50 12.0% 51.9% 11.4% 8.4%
OR-CNN [32] VGG-16 12.8% 55.7% 15.3% 6.7%
CSP [2] ResNet-50 11.0% 49.3% 10.8% 8.1%
BCNet [15] ResNet-50 9.8% 53.3% 9.2% 5.8%
ACSP [28] ResNet-101 9.3% 46.3% 8.7% 5.6%
CSPRS (ours) ResNeSt-101 9.71% 42.53% 8.89% 5.83%

5. Conclusions

The high representative task guides the pedestrian detection task. Based on this,
we proposed two ways to help the detector learn more pedestrian features. The region
resolution learning task and segmentation learning task handle occlusion. We fused the
region resolution learning task and segmentation task to the pedestrian detection field.
These two high representation tasks guide pedestrian detection. In this way, the detector
becomes more robust. We found that both region resolution learning and fine-grained
segmentation learning helped to improve the performance.

After adding region resolution learning to pedestrian detection, CSPRS learned the
resolution pixel details and structure of pedestrians, and this resolution learning focused
on the region of the pedestrian. After adding region segmentation learning to pedestrian
detection, this segmentation branch learned the different features of each person. Experi-
ments were conducted on the CityPersons dataset [11], and we achieved state-of-the-art
performance on the heavy set. We suggest that these two high-representation tasks contain
pedestrian features from different angles, and thus it will be interesting to find better ways
to balance these two high-representation tasks in the future.
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