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Abstract: In this paper, a fault recovery strategy for a distribution network based on a pigeon-inspired
optimization (PIO) algorithm is proposed to improve the recoverability of the network considering
the increased proportion of distributed energy resources. First, an improved Kruskal algorithm-based
island partitioning scheme is proposed considering the electrical distance and important load level
during the island partitioning process. Secondly, a mathematical model of fault recovery is established
with the objectives of reducing active power losses and minimizing the number of switching actions.
The conventional PIO algorithm is improved using chaos, reverse strategy, and Cauchy perturbation
strategy, and the improved pigeon-inspired optimization (IPIO) algorithm is applied to solve the
problem of fault recovery of the distribution network. Finally, simulation analysis is carried out to
verify the effectiveness of the proposed PIO algorithm considering a network restauration problem
after fault. The results show that compared with traditional algorithms, the proposed PIO algorithm
has stronger global search capability, effectively improving the node voltage after restauration and
reducing circuit loss.

Keywords: Cauchy perturbation; chaos and reverse strategies; distribution network fault reconstruction;
islanding detection; pigeon-inspired optimization (PIO)

1. Introduction

This paper introduces, for the first time, a fault restoration and restauration strategy
for distribution networks with distributed generators based on the PIO algorithm. In
applying the PIO algorithm, higher randomness and wider coverage of the solution space
for the initial pigeon positions are generated by incorporating chaos [1,2] and reverse
strategies [3]. An elite selection strategy is employed to make the initial values closer to the
global optimal solution. Simultaneously, to counteract the drawback of the conventional
PIO algorithm that tends to get trapped in local optima, a Cauchy perturbation and redis-
tribution strategy [4,5] is introduced during the iterative process. This strategy disturbs the
global optimal solution when the variable FC (failure counter) exceeds the predetermined
threshold MFC (maximum failure counter), preventing premature convergence during
the fault restauration process. Firstly, the FC variable, initialized to 0, is introduced to
monitor the changes in fitness values during each iteration. When the fitness values re-
main relatively unchanged within a generation, it indicates premature convergence of the
population, and the FC is increased by one. However, Cauchy perturbation should not be
immediately applied at this point. This prevents misinterpreting the temporarily obtained
suboptimal positions as premature convergence, especially when the population is still
converging towards the global optimum. Secondly, a threshold MFC is set. When the FC
surpasses the MFC, it is more likely that the population is trapped in a local optimum. At
this stage, the Cauchy perturbation redistribution strategy can be introduced to perturb the
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current global best position. As a result, half of the population that is under-performing is
redistributed to escape from local optima. Simulation studies demonstrate the effectiveness
of the proposed algorithm and the practicality of the restoration strategy.

The distribution network, being an essential component of the power system, plays
a critical role in transmitting electrical energy from transformers to households. With the
increasing demand for energy and a growing emphasis on environmental sustainability,
the distribution network, as a key part of the power system, is facing new challenges and
opportunities [6,7].

Among the various research areas in distribution networks, faults in distribution
networks directly impact societal productivity and the daily power supply needs of citizens.
As the integration of renewable energy sources into the distribution network increases,
traditional radial distribution networks are gradually transforming into systems of multi-
source and multi-sections. This structural evolution leads to fundamental changes in
the network’s configuration and power flow. As a result, the complexity of fault within
distribution networks is progressively rising, which adversely affects the operation and
reliability of the power system [8]. In contrast to protection strategies in conventional
systems during network faults, topology alteration through switching operations [9] is
commonly employed in the new networks to isolate faulty sections [10,11], ensure power
supply to non-faulty zones, optimize the network’s structure during fault periods, and
incorporate distributed energy resources for islanded partition [12,13]. This effectively
supplies power to users in islanded segments before fault restoration, thereby forming a
highly efficient fault recovery approach.

Both fault restauration and islanding partition fundamentally achieve fault recovery
by altering the topology characteristics of distribution networks [14]. Scholars worldwide
have proposed various solutions to address these challenges. In [15], an improved ant
colony algorithm is presented by randomizing the initial selection of the first branch and
eliminating common heuristic values, which avoids suboptimal solutions when solving
the distribution network restauration problem. However, this algorithm relies on the
random movement of ants in the solution space, and its optimization efficiency is limited.
In [16], adaptive crossover genetic mutation operators are introduced into the genetic
algorithm, achieving promising outcomes in the context of problem enhancement. On
the other hand, genetic algorithms typically require significant computational resources
during iterations, especially for complex problems. The computational cost can be high,
and they do not guarantee convergence to global optimum in all cases. A hybrid particle
swarm algorithm that combines binary and discrete particle swarm methods is proposed
for solving distribution network restauration problems [17]. However, the requirements
of parameter tuning and debugging make the algorithm less straightforward to use in
practical applications. In [18], a combination of the chaos algorithm and immune algorithm
is utilized, suggesting a chaos—immune algorithm for solving the restauration problem.
Additionally, the chaos algorithm is sensitive to initial conditions, which significantly
impact the results and introduces a degree of uncertainty. In [19,20], the restauration
problem is addressed through a combination of heuristic rules and intelligent algorithms;
however, integration of intelligent algorithms leads to a prolonged computation time and
faces uncertainties in achieving global optimal solutions.

In summary, limitations of the methods mentioned in the literature for distribution
network fault restauration include local search issues, high computational costs, complex
parameter tuning, and uncertainty. To address the aforementioned limitations, an improved
pigeon-inspired optimization (PIO) algorithm is employed in this paper. The improved
pigeon-inspired optimization (IPIO) algorithm has advantages of global search capability,
diverse initial populations, and Cauchy perturbation strategy. It outperforms ant colony
algorithms, genetic algorithms, and hybrid particle swarm algorithms in terms of perfor-
mance. Although it may require more iterations, it experiences fewer instances of getting
stuck in local optima and has a higher likelihood of finding the optimal solution. It is
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expected that this enhanced PIO algorithm will overcome these limitations and provide
more feasible solutions for distribution network fault restauration problems.

The PIO was introduced in 2014 by Duan Haibin et al. [21], drawing inspiration from
pigeons’ unique navigation abilities. The PIO algorithm initially found applications in
cooperative multi-drone systems and aerospace engineering [22]. Compared to traditional
optimization algorithms like genetic algorithms and ant colony algorithms, the PIO algo-
rithm employs two distinct operator models to simulate different navigation tools used
by pigeons during various stages of their homing journey. Therefore, the PIO exhibits
characteristics such as fast convergence speed and high search efficiency when seeking
global optimal solutions.

2. Restauration Mathematical Model
2.1. Objective Function

During distribution network faults, distributed generators (DGs) have capabilities to
act as independent power supply units which remain connected to the main grid after the
fault. DGs that are in communication with the control dispatch center are used as “black
start” power sources [23]. They are switched to isolated island operation mode to supply
surrounding loads, thereby minimizing loss of load. Fault restauration involves adjusting
the status of switches to optimize the power flow in the remaining distribution network.
Therefore, the aim is to find an optimal topology for the distribution network under fault
conditions that facilitates a swift restoration of the power system to its normal state after the
fault. The choice of different objective functions leads to varying fault recovery outcomes,
which in turn affects the outcome.

The recovery objective function chosen in this paper is to minimize the active power
losses in the lines and reduce the number of switching operations [24,25]. Mathematically,
the objective function is defined as follows:

n
minPioss = Y IR, 1
i=1
ml m2
minfswitch = Z (1 - Bi) + Z C] (2)
i=1 j=1

where Pj¢ represents the active power losses in the main grid; fsyiwch indicates the number
of switching operations in the distribution network during the restauration process; I;
represents the current flowing through branch i; and R; denotes the resistance of branch i.
m1l and m2 represent the numbers of switching operations in branches and tie lines in the
remaining network after islanding; B; and C; denote the status of branch switches and tie
switches, respectively, where 1 and 0 represent the closed and open states of the switches.

To transform the multi-objective restauration problem into a single-objective one for
function optimization, different weight factors for the two objective functions in (1) and (2)
are introduced and then normalized. The objective function for the restorative restauration
problem of the distribution system can be formulated as

b .
minf = min(],[ };’OSS + vfsv;;tch) (3)

where Py denotes the active power losses before restauration; fy represents the total number
of switches in the network after islanding; and y and v signify the weights of the single
objective function and must satisfy y +v = 1.

2.2. Restoration Constraint Conditions
(1) Branch Flow Constraints

Uj%t = Ui%t — 2(rijpij,t + xijQij,t) + (1’12] + xzzj)lizj,t (4)
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where U;; and U;; are the voltages at nodes i and j; P;; and P;; are the active and
reactive power injections at node i and j; g and g ; are the active and reactive power
injections at node i and j; P;j; and Q;;; are the active and reactive powers at the
starting end of branch ij; r;; + jx;; is the impedance of branch ij; and Pj; and Qj ¢ are
the active and reactive powers at the ending end of branch jk.
(2) Node Voltage Constraints
umin < ui,t < Umax (8)

where Umax and Upin represent the maximum and minimum allowable voltages at
each node in the distribution system.
(3) Line Power Constraints
Si < Simax 9)

where Simax represents the maximum power limit that the ith line can carry.
(4) DG Output Constraints

PpGmin < Ppg < PpGmax (10)

0<Q0Opc < PDG,max tan ¢ (11)

where Ppg min and Ppg max represent the lower and upper limits of DG active power
output and ¢ is the power factor angle.

(5) Radial Structure Constraints
The voltages and power around the fault area should not be affected by the restaura-
tion to ensure the safety of the power system. After islanding partition, the isolated
models of the system should possess a radial topology, meaning the presence of loops
should be avoided.

3. Islanding Partition Scheme Based on Kruskal Algorithm

In the protection mechanism of the distribution network, protective devices are only
installed at the beginning of the feeder line, so in case of a fault on any branch, protective
overcurrent (OCR) relay will disconnect the 1st branch, rendering the entire feeder dead.
Only by switching will part of the load be restored in island mode and after that the
restauration will be performed.

3.1. Islanding Partition Scheme

In this paper, the approach for islanding operation is as follows. Firstly, loads are
divided into three levels (1 to 3) based on their importance and accordingly weights are
assigned to each level.

Next, the electrical distances between various load nodes and DGs within the island
are used as the criteria. Loads with shorter distances are given priority in the islanding
process. Lastly, while ensuring that the total load within the island does not exceed the
supply capacity of DGs, efforts are made to minimize the active power losses during the
islanding operation, ensuring the island’s economic performance. The islanding model can
be expressed as

maxPL = 2 Z Xib (12)

j=1li= kz,/
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where PL represents the equivalent load size; yx; is the weight coefficient of the load at
node i; P; denotes the active power consumption of the load at node 7; Dy; represents the
electrical distance between DG at node k and the load at node i, which is the impedance
between them; m is the total number of islands in the entire system; and 7 is the total
number of disconnected nodes during faults.

To ensure the power balance of islands after system faults, the power generation
capacity of DGs within each island should exceed the total load within the island. Consid-
ering that reactive power compensation is concentrated on the load side in the distribution
network, this constraint primarily focuses on active power. The power balance constraint
is expressed as

m n
Y Ppgi— ) Pi—P' >0 (13)
j=1 i=1

where Ppg; represents the power generation of the jth DG within the island; P; represents
the active power of the ith load within the island; P’ represents the active power losses in
the lines of island; m is the number of DGs within the island; and # is the number of load
points within the island.

Distribution Line Safety Constraint.

umin < ui < umax (14)

Iij < I7™ (15)

where Umax represents the maximum allowable voltage at each node within the island;
Umin represents the minimum allowable voltage at each node within the island; and I};‘ax
represents the maximum current that a line within the island can withstand.

Under normal operating conditions, the network topology of a distribution system
adopts a radial structure. If a ring structure is adapted, the distribution network typically
operates in an open-loop configuration. Therefore, the distribution network can be visual-
ized as a tree with the system measurement points as the root nodes and various loads as
leaf nodes. Integration of DGs does not alter the network’s topology; instead, they can be
considered as leaf nodes with power source attributes. A connected distribution network
diagram with DGs is illustrated in Figure 1.

Busl
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, First layer

Bus2

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Second layer

L3 L4

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Third layer

LS . . DG2
,,,,,,,,,,,,,,,,,,, Fourth layer

L7 . ; DG5

---- Fifth layer

Figure 1. Connection diagram of distribution network with DG.

3.2. The Kruskal Algorithm and the Island Partitioning Process

The Kruskal algorithm is a greedy approach employed to find the Minimum Spanning
Tree (MST) of a graph. It is suitable for solving the MST of sparsely connected graphs [26].
The key idea of this algorithm is to systematically select edges starting from the smallest
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ones while ensuring that the selected edges do not form loops, thus constructing a minimum
spanning tree or performing island partitioning. While dividing the distribution networks
into islands, this approach can help system operators to better understand the network’s
structure, improve response time to faults, and take appropriate measures to maintain the
reliability of the power system. Considering various constraints in the distribution network,
directly applying the Kruskal algorithm might not yield unique results during the search
process. Additional steps are required to adjust the search conditions and orders, which
is conducted by incorporating a validation process to ensure compliance with various
constraints of the distribution network. This adaptation makes the Kruskal algorithm more
suitable for solving the islanding problem of distribution networks with DGs.

The tree composed of a connected graph is represented in Figure 1. V; denotes the
vertex of the connected graph, and E; denotes the edge. The generated tree is defined by
abinary tuple as T = (V, E), where E; = {(V;, V;), Wj;} and W;; represents the weight or
impedance magnitude of the edge connecting V; and V;. The specific steps of this algorithm
are outlined as follows:

(1) Initialize the distribution network by assigning appropriate weight coefficients to
different loads and partitioning islands with DGs possessing independent power
supply capabilities.

(2) Gradually assign loads to the islanded models and verify the power balance constraints
for each load inclusion. This process maximizes the added loads while adhering to the
constraints. Finally, iterate through all islands based on island numbering.

(38) Adhere to transmission line safety constraints by assigning allocated loads to islands
with available load capacity, based on the minimum electrical distance.

(4) Optimize MST by removing bus nodes that are included in the islanded partition but
are not connected to loads from the tree, resulting in the desired islanding partition
scheme represented by the tree T = (V, E).

4. Fault Restoration of Distribution Networks Based on Pigeon-Inspired Algorithm
4.1. Basic Pigeon-Inspired Algorithm (PIO)

This algorithm simulates two operator models used in the algorithm based on the
different navigation tools used by pigeons on their journey home: (i) the Map and Compass
Operator, and (ii) the Landmark Operator.

Map and Compass Operator.

Vi(t) = Vi(t —1) x e ® +rand x (X, — X;(t — 1)) (16)

Xi(t) = Xi(t — 1)+ Vi(t) 17)

where R represents the map and compass factor, which ranges between 0 and 1; rand
are random numbers between 0 and 1; X, denotes the current global best position; and ¢
represents the generation number.

In a two-dimensional space, the velocity of the ith pigeon is determined by its previous
velocity and the current position relative to the current best position of the pigeon flock.
Similarly, the position of the ith pigeon depends on its previous position and its current
velocity. By comparing the positions of all pigeons, the individual with the best fitness
value is selected as the current global optimal position, X,.

Landmark Operator.
Np(t—1
Np(t) = % (18)

L Xi(t) x fitness(X;(t))

Xc(t) = NP(t) X ZfitneSS<Xi(t)>

(19)

Xi(t) = X;(t—1) +rand x (X(t) — X;(t — 1)) (20)
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where fitness() represents the fitness of each pigeon, indicating the quality of the solution
after evaluation; Np signifies the number of pigeons remaining in each generation, which
amounts to half of the original population; X (t) is the central position of all pigeons in
generation f; and rand is a random number between 0 and 1.

In the landmark operator evaluation phase, the navigation reference direction for the
pigeon flock is based on the center position of superior individuals (pigeons familiar with
landmarks). During this phase, pigeons will no longer have the interference from their
individual velocity. As a result, the population can quickly converge to the optimal value.

4.2. Improved Pigeon-Inspired Optimization Algorithm (IPIO)

Although the PIO algorithm exhibits fast convergence, it has its own drawbacks. When
the initial population is densely distributed or does not lie near the true global optimum,
the algorithm might move in the wrong direction, converging to a local optima. Moreover,
the conventional PIO algorithm eliminates half of the pigeons with lower fitness in each
iteration, resulting in reduced population diversity after a few iterations. Consequently, the
solution space becomes limited and increases the likelihood of falling into local optima.

To address these limitations, a “chaos and reverse” strategy is introduced during
pigeon flock initialization, which enhances the randomness of the generated initial solutions
and widens the coverage of the solution space. Additionally, in the iteration process, a
variable called failure count (FC) is introduced. When the value of FC exceeds a predefined
threshold, MFC, a Cauchy perturbation redistribution strategy is employed to disturb the
global best solution, thereby preventing premature convergence.

4.2.1. Chaos and Reverse Strategy

Chaos motion, driven by its inherent patterns, can traverse each trajectory within
a certain range without repetition or crossing itself [1]. By utilizing chaos motion, a
more diversified initial pigeon flock can be generated, effectively preventing premature
convergence during optimization. Two common methods for generating chaotic variables
include (i) the Tent Map method, and (ii) Logistic method. Among these methods, the
Tent Map method offers a broader coverage of the solution space and faster iteration
speed [27,28]. The Tent Map mapping is defined as

Xpi1=px(1-2x%|X,—05)n=0,1,2,...,N (1)

In (21), 0 < Xp < 1, and its value is generated using the rand function. By se-
lecting 4 = 1, the mapping remains in a completely chaotic state, and X, € (0,1).
Utilizing this method, random numbers between 0 and 1 are generated. Subsequently,
based on the solution space [Smin, Smax| of the problem at hand and the dimension D
of the PIO algorithm, the corresponding individual initialization Formula (21) can be
transformed into

Si,j = Smin,j + X ¥ (Smax,j - Smin,j)j =L2...,D (22)

where §; ; represents the jth dimension variable of the ith individual in the population;
Smin and Smax represent the lower and upper bounds of the solution space, respectively.

Although using the chaos method enhances the diversity of the initial population,
there remains a certain degree of randomness, and the coverage of the solution space might
not be optimal. Therefore, a reverse strategy is implemented to enhance the initialization
process further, with an aim to bring the initial values closer to the global optimum. The
concept of reverse learning was proposed by Professor Tizhoosh in 2005, based on which
utilizing both the current solution and the reverse solution as starting points during the
search process can effectively enhance the algorithm’s efficiency. Thus, an elite selection
strategy is employed based on the current solution and the reverse solution to generate
an initial pigeon flock closer to the global optimum [29,30]. The definition of the reverse
point is:
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In the D-dimensional space of the algorithm, S = (X1,X3,...,Xp) is used to represent
a point in space. Here, X1, Xp,...,Xp € Rand X; € [a;,b;]Vi € {1,2,...,D}. As for the
reverse point S = (X1, Xy, ..., Xp) corresponds to each space point, which is expressed as

Xi=a;+b—X; (23)

For the initial population generated through chaotic motion, the reverse point S
corresponding to each individual S is computed. These reverse points are then substituted
in the fitness function, f(A), to calculate the fitness values of each individual. A smaller
fitness value indicates a superior solution. Each individual’s fitness is compared, and if
£(8) < f(8S) is smaller than S, the individual is replaced by its reverse point S; otherwise,
the original individual remains unchanged.

The quality of initial solution is enhanced by iteratively comparing the fitness values
of the initialized points with their corresponding “symmetric points” in the solution space
and combining the same with the elite selection strategy.

4.2.2. Cauchy Perturbation Redistribution Strategy

In the subsequent iteration stages of the conventional PIO algorithm, the population
tends to move towards the center of better individuals during the landmark operator
phase, resulting in high convergence speed. However, as the distances between pigeons
decrease and most individuals gather within a certain range, their velocities decrease
and the algorithm may get stuck in local optima. To overcome this limitation, a Cauchy
perturbation redistribution strategy is introduced to disturb the global best solution, forcing
the individuals to continue moving and making them escape from the global optima.

The Cauchy probability density function is defined as

1 1 %
f(x;x0,7) = =— [ (24)
Ty [1 + (50 )2] 7| (x = x0)* + 72
Further, the Cauchy distribution function is defined as
1 1 x
F(x) = 5+ Earctan(¥) (25)

where x( represents the location parameter of the Cauchy distribution; 7y represents the
scale parameter of the Cauchy distribution. Different values of xy and 7y correspond to
different probability density functions. In this paper, values xy = 0 and y = 1 are chosen
to achieve significantly different function values within a small range of independent
variables. Then, a Cauchy perturbation is applied to the global optimum solution.

X¢ = X+ C(x0,7) x (ub—1b) (26)

where X, represents the global best solution; C(xo, ) represents a random number gener-
ated from the Cauchy probability distribution; and ub and Ib represent the upper and lower
bounds of the optimization problem for the pigeon population, respectively. The procedure
involves several steps after obtaining the new X,. As a first step, it should be checked
whether the perturbed coordinate of this dimension falls within the defined bounds; if it
exceeds the bounds, the coordinate should be kept unchanged. Second, if the perturbed
value lies within the bounds, the fitness of the perturbed solution should be compared
with that of the original global best solution. If the perturbed solution proves to be better,
the original global best solution is updated with the perturbed one, and the FC is reset
to 0. Finally, based on the fitness ranking, the under-performing half of the population is
redistributed, converging towards the newly updated global best position.
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4.2.3. Tteration Factor

In the landmark navigation phase of the conventional PIO algorithm, the flock moves
towards the center of the current superior individual’s position in each iteration. In every
generation, half of the individuals with lower fitness values are eliminated. This practice
leads to a reduction in the population size by half during each initialization, even if the
initial population size is large. An excessively higher elimination rate not only decreases
the diversity of the population but also risks losing potential global optimal solutions in
the initial stages. Moreover, a reduction in population size also contributes to a decreased
convergence rate in subsequent searches.

To address these concerns, an elimination factor e = 0.9 is introduced in the paper to
control the elimination rate during the iteration process. This factor ensures that only 10%
of the under-performing individuals are eliminated based on their fitness in each iteration.
This adjustment aims to enhance the applicability of the IPIO algorithm to the fault recovery
problem in distribution networks. The specific process is illustrated in Figure 2.

Initialize parameters of the PIO algorithm, obtain initial population
using the Tent Map mapping based on chaotic motion and reverse
strategy, and randomly generate initial velocities.

v

Calculate individual fitness and the fitness of corresponding
reverse-point individuals, retain the better individuals among the
two through elite selection strategy.

!

Set the maximum iteration count K1 and initialize
iteration count K1=0.

!

Update individual velocities and positions based on
Equations {16) and (17).

v

Calculate the fitness value of the new individuals and

update the global best solution Xg and individual best ki1=k1+1
historical solution Xp.

< e

Yes

Set the maximum iteration count K2 and initialize
iteration count k2=0.

v

Rank the fitness of pigeon individuals, eliminate 10% of
individuals with lower fitness, and calculate the position
center based on Equation (19).

!

Update individual positions based
on Equation (20).

l

Update the global best solution Xg and
individual best historical solution Xp.

Add Cauchy perturbation to the
current global best position and
update the global best position.

Set FC=0 and randomize
the lower-performing half
of the population.

k2=k2+1

Figure 2. Improved pigeon-inspired optimization flowchart.
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5. Simulation Verification and Analysis
5.1. Basic Parameter Settings for Simulation

Using MATLAB R2021a 64 bit software for programming calculations, the computer
is configured with AMD Ryzen 7 7840HS with Radeon 780M Graphics 3.80 GHz and
16.00 GB of memory. The proposed fault recovery strategy utilizing the IPIO algorithm is
validated on the IEEE 33-node distribution system in terms of its reliability and effectiveness.
The topological structure of the test system is depicted in Figure 3, which consists of
33 nodes and 37 branches. The base value of the voltage is 12.66 kV with a total load of
6.43187 +j2.82064 MVA. The study considers integration of four DGs, among which only
DG1 lacks the ability to operate independently and cannot switch to islanded mode during
faults. The specific parameters are listed in Table 1.

18 19 20 21

= s ®-----nnnens
(19) (20) L Q@D (39) |

(18) i(33)

5 6 : 8
© & i
® Y25 *®?

MT @

(22) j
22@ H
(23) _DG3 :
23 e
2D §..... G
24

Figure 3. IEEE 33 node system containing DG.

Table 1. Parameters of the distributed resources.

DG Location Capacity/kW Power Factor
1 6 700 0.85
2 13 500 0.9
3 24 1200 0.8
4 31 650 0.9

To highlight the significance of loads at various nodes in Figure 3, their load levels and
corresponding weights are presented in Table 2. When a fault occurs in the distribution
network, the first step involves the use of the “black-start” capability of the DGs to create
islanded segments. Subsequently, the remaining system is subjected to fault recovery based
on the objective function described in the paper. This process aims to enhance the node
voltages during the fault periods, thereby reducing active power losses in the lines. By
leveraging the IPIO algorithm, the recovery process is performed in this paper. The initial
population size is set to 300, the dimension of the pigeon’s flight space is 30, and the factors
for the map and compass operators are set as R = 0.3. The iteration count is defined as
K1 = K2 = 200.

Table 2. Load characteristics of each node.

Load Level Weight x; Node

Level 1 load 100 5,6,12,13,23,24,29, 31
Level 2 load 10 7,11,15,22, 26,30, 32

Level 3 load 1 1~4,8,9, 10, 14, 16~20, 21, 25, 27, 28

It is to be noted that DG1 is an intermittent power source and does not possess an
independent power supply capability, like a wind farm or a photovoltaic system that does
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not include energy storage. Specifically, DG3 does not rely on a central control system and
is managed through local strategies, allowing for islanding based on the location of the
fault point in the event of a distribution network failure. Considering the conditions that
fulfill the islanding criteria, the initial step involves partitioning the distribution network
into islands based on the capabilities of the distributed power sources. The outcome of the
islanding process is presented in Table 3.

Table 3. Islanding results.

Number Island Load Point Island Load/kV Disconnected Switch
DG2 10,11,12,13,14,15,16 465 kW +j230 kvar S10, S16
DG3 22,23,24 930 kW + j450 kvar S22
DG4 29,30, 31, 32 620 kW +j810 kvar 529

5.2. Restauration Simulation Results

After completing the islanding process, fault recovery is required for the remaining
system that is not a part of any island. Initially, a part of the main system is completely
disconnected from the islands. Then, the interconnection switches within the main system
are adjusted to restore the system while satisfying the constraints. The recovery steps are
illustrated in Figure 2.

To validate the feasibility and optimality of the fault recovery strategy proposed in
this paper, two sets of control experiments were conducted and the results were com-
pared. Firstly, the feasibility of the proposed IPIO algorithm in distribution network
restauration was verified. It performed better compared to the conventional PIO algorithm
used in unmanned aerial vehicles and aerospace applications. Secondly, the superior-
ity of the proposed IPIO algorithm was demonstrated by comparing it with the Genetic
Algorithm (GA).

Finally, the performance of the proposed algorithm was compared with other algo-
rithms to further validate the conclusions of this paper. The system was optimized for
restauration when specific nodes experience faults.

5.2.1. Fault on Branch 28

The fault occurred in the upstream of DG3, which is a distributed power source that
cannot communicate continuously with the central system, resulting in its shutdown. DG1
and DG2 were connected to the remaining system to assist in the recovery of the main
grid. The switch S29 in the downstream of branch 28 was isolated, making DG4 operate in
islanded mode. The results of the fault recovery are presented in Table 4.

Table 4. Results of fault recovery and restauration (Fault on Branch 28).

Algorithm ‘1>/[inimum Active Power Di'sconnected Sw'itching
oltage/pu Loss/kW Switch Number  Operations Count
Before 0.9683 49.3339 8335,3‘2?;335, -
IPIO 0.9746 42.9386 82891’ 15/ 3861’ 38 7 8
PIO 0.9646 52.2051 822,32?25214, 4
GA 09729 43.4675 Szgéi3§é5€’7' 1

It is evident from the results presented in Table 4 that the proposed IPIO algorithm for
solving the distribution network fault recovery problem leads to notable improvements
compared to the initial state. Specifically, the active power loss in the reconstructed lines
was reduced by 6.3953 kW, and the lowest node voltage in the network was increased by
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0.0063 per unit (pu). These improvements outperform the results achieved with both the
conventional PIO algorithm and GA.

The Improvements in voltage levels before and after the restauration are depicted
in Figure 4, visually showing the enhancement in node voltages throughout the network
following the application of the proposed IPIO algorithm.

—— Before Reconstruction
GA
IPIO

—&—PIO

0.995

0.99

0.985

Node Voltage/pu
o
©
=]

0.97

0.965

1 L L
20 25 30
Node Number

Figure 4. Node voltage before and after restauration (Fault on Branch 28).

5.2.2. Simultaneous Faults on Branches 25 and 28

The islanded sections remain unchanged, but both Branch 25 and Branch 28 experience
faults in this scenario. Branch 25 has malfunctioned, which can be equivalent to discon-
nection, and simultaneously, a fault in Branch 28 occurs. The switch 529 is disconnected,
leaving the nodes 25, 26, and 27 in the power outage state. To restore power, node 28 is
reconnected to the main grid by engaging the tie switch S37. The fault recovery results are
summarized in Table 5.

Table 5. Results of fault recovery and restauration (Faults on Branches 25 and 28).

Algorithm Minimum Active Power Di‘sconnected Sw.itching
Voltage/pu Loss/kW Switch Number  Operations Count
Before 0.9715 42.2289 8325‘2?35335’ --
IPIO 0.9754 38.1056 52591' i 356{;5 7 8
PIO 0.9677 45.0615 522’5/32’3?15’ 4
GA 0.9731 38.6342 8259?;23863’55 7 4

It can be understood from Table 5 that when both Branch 25 and Branch 28 experience
faults simultaneously, applying the proposed IPIO algorithm to solve the distribution
network fault recovery problem leads to a reduction in active power losses by 4.1233 kW
compared to the pre-restauration scenario. Additionally, the minimum node voltage in
the network increases by 0.0039 pu. Overall, considering various factors, the proposed
IPIO algorithm demonstrates significant improvement over both the conventional PIO and
GA algorithms. The specific improvements in voltage after restauration are illustrated in
Figure 5.
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Figure 5. Node voltage before and after restauration (Faults on Branches 25 and 28).

5.3. Algorithm Performance Comparison

Firstly, in the conventional PIO algorithm, half of the individuals with lower fitness are
eliminated in each iteration. Even if the initial population is very large, the population size
decreases sharply after several iterations, which is not suitable for preserving the population
diversity. The proposed IPIO algorithm introduces an elimination rate, with which only
10% of the poor individuals are eliminated in each iteration, effectively preserving the
global optimal individuals. For example, when simulating a fault on branch 28 for recovery
calculation, the remaining number of pigeon groups after each iteration should be recorded
and a graph drawn. As shown in Figure 6, both algorithms (conventional PIO and the
proposed case) start with a population of 300. The conventional PIO algorithm retains only
two individuals after the 8th iteration, whereas the IPIO algorithm still has nine individuals
after the 38th iteration.

Population Variation in Pigeon lterations

300
' PIO
\ IPIO
250 |
I
|
200F |
‘
8 ‘
w |
FRE
© |
S ‘
s |
£ 100 - ‘ \
50 - “ \
|
|
ob |
0 50 100 150 200 250 300 350 400

Number of Iterations

Figure 6. Population variation in pigeon iterations.

Furthermore, the conventional PIO algorithm is divided into two phases: the geo-
magnetic phase and the landmark phase. After adding the chaos strategy and the Cauchy
perturbation redistribution strategy in the landmark phase, when a single fault or multiple
faults occur or when simulating a fault in branch 28 for recovery calculation, the fitness
values of each generation’s objective function should be calculated and plotted into a graph.
It is evident from Figure 7 that both the conventional PIO and proposed IPIO have similar
fitness values for the objective function in the first phase, both around 0.89. However,
when the proposed IPIO enters the landmark phase, it can overcome the PIO’s tendency
to get stuck in local optima, thereby finding individuals with a better fitness value of 0.77.
During the recovery calculation process after simulating a fault in the distribution network,
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this demonstrates that the proposed IPIO algorithm is suitable for distribution network
restauration and can more accurately find the optimal strategy for network recovery.

Pigeon Iteration Curve Graph
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Figure 7. Pigeon iteration curve graph.

To test the performance of the IPIO, 10 repeated fault recovery experiments were
conducted using the proposed algorithm, Particle Swarm Optimization (PSO), Genetic
Particle Swarm Optimization (GAPSO), and Improved Sparrow Search Algorithm (ISSA)
for the considered fault scenarios. The fault recovery results are illustrated in Table 6.

Table 6. Performance comparisons of algorithm.

Algorithm Name Averalge N}lmber of Numl.aer of Times.Trapped
terations in Local Optima
IPIO 15.8 0
PSO 26.5 5
GAPSO 10 1
ISSA 98.2 5

It can be observed from Table 6 that the ISSA algorithm had the worst performance.
Although the PSO algorithm had fewer iterations, it was also prone to getting stuck in local
optima and did not find the global minimum. In comparison, both the GAPSO algorithm
and the proposed IPIO algorithm presented in this paper performed better. Although the
IPIO algorithm had more iterations, it experienced fewer instances of getting stuck in local
optima compared to the GAPSO algorithm and had a higher probability of achieving the
optimal solution. Therefore, the proposed IPIO algorithm outperforms the other three
algorithms in terms of topological optimization for distribution network recovery.

Figure 8 depicts a comparison of the running times of the considered five algorithms.
The computer configuration used is AMD Ryzen 7 7840HS with Radeon 780M Graphics
3.80 GHz, with 16 GB of memory. From the graph, it can be observed that the conventional
PIO algorithm requires a longer time due to its requirements for a higher number of
iterations in both of its navigation units. Owing to its increased complexity, additional
improvements, and reduced population complexity, the proposed IPIO algorithm has
the longest runtime. Although the algorithm’s complexity and runtime have increased,
the results indicate that the proposed IPIO algorithm effectively overcomes the issue
of getting stuck in local optima, exhibits higher convergence, and can obtain superior
solutions. Furthermore, when faced with different problems, it can adapt to more complex
environments by adjusting parameters and improving its speeds.
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Figure 8. Runtime for different algorithms.

Figure 9 depicts the search space of the IPIO algorithm. By incorporating a chaos and
reverse strategy, the initial population positions generated by the IPIO are more diverse,
covering a wider spatial range. The positions of each generation of population are recorded
and plotted on a three-dimensional scatter plot for comparative analysis. Figure 9(1)
illustrates the initial positions of pigeons generated by the IPIO algorithm in a three-
dimensional space. Figure 9(2) displays the spatial distribution of pigeon positions after
10 iterations. As shown in Figure 9(3), after 100 iterations, it is evident that the IPIO algo-
rithm has effectively explored most of the possible positions in the three-dimensional space.
This demonstrates the algorithm’s strong searching capability. With the improvements
introduced in this paper, the proposed IPIO algorithm overcomes the drawback of being
prone to local optima and is well-suited for distribution network fault recovery problems.

Search Space Plot 1
Se

Search Space Plot 10 Search Space Piot 100

Figure 9. IPIO algorithm search space plot.

6. Conclusions

This paper focused on addressing the fault recovery problem in distribution networks
with distributed energy sources. The fast convergence and high search efficiency of the
PIO algorithm were enhanced and applied to find the global optimal solution for the
nonlinear problem of distribution network recovery. Initially, a mathematical model for
fault restauration in distribution networks with distributed energy sources was formulated,
considering normalized objective functions and suitable constraints. Secondly, the Kruskal
algorithm was used to implement a predefined islanding scheme, optimizing the distribu-
tion network topology based on various islanding constraints. Finally, an improved version
of the conventional PIO algorithm was introduced in this paper. The proposed approach
incorporated chaos and reverse strategies in generating the initial population and retained
superior individuals through elite selection. As a result, the covered solution space was
broadened. The algorithm incorporated a criterion to escape local optima and introduced
Cauchy perturbation when trapped in local optima. Further, the elimination rate of the
iteration operator was adjusted to preserve population diversity.
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The proposed approach was validated using the IEEE 33-node distribution system
through simulations. The results demonstrated improvements in node voltages and a
reduction in active power losses compared to the pre-restauration network. Furthermore,
when comparing the conventional PIO algorithm with the genetic algorithm, it was evident
that the enhanced PIO algorithm exhibited superiority in enhancing the global optimal
solution for distribution network fault recovery problems.
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