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Abstract: Mining user satisfaction decision stages from online reviews is helpful for understand-
ing user preferences and conducting user-centered product improvements. Therefore, this study
develops a two-stage nonlinear user satisfaction decision model (USDM). First, we use word2vec
technology and lexicon-based sentiment analysis to mine the sentiment polarity of each product
attribute in the reviews. Then, we develop KANO mapping rules using utility functions to classify
consumer preferences based on attribute importance. Based on this, a two-stage nonlinear USDM
is developed to describe post-purchase evaluation behavior. In the first non-compensatory stage,
consumers determine their initial satisfaction level based on the performance of basic attributes. If
the performance of these attributes is poor, it is almost impossible for users to be satisfied. In the
compensatory stage, the performance of the remaining attributes collectively affects final satisfaction
through participation in user utility calculation. With the use of reviews from JD.com, we develop a
genetic algorithm to determine feasible solutions for the USDM and verify its validity and robustness.
The USDM is proven to be effective in predicting user satisfaction compared to other classic models
and machine learning algorithms. This study provides a universal pattern for user satisfaction
decisions and extends the study on preference analysis.

Keywords: user satisfaction; satisfaction decision behavior; evaluation decision rules; preference
mining; online reviews

1. Introduction

User satisfaction is an indicator used to measure whether and to what extent con-
sumers’ needs are met during the shopping experience, and it is the basis of users’ repeated
purchase behaviors [1]. As a result of post-purchase product evaluation, the promoting
effects of user satisfaction on expanding brand influence [2,3], cultivating customer loy-
alty [4,5], and improving product sales [6,7] have been confirmed by numerous studies. In
the increasingly fierce market [8], whether enterprises can gain a competitive advantage
depends on users’ satisfaction with their products and services. Practical evidence shows
that the higher the user satisfaction, the stronger the product competitiveness, the larger
the market share, and the better the enterprise’s income [9]. This makes it of great economic
and social significance to explore the influencing factors and behavior mechanisms of user
satisfaction decisions. Based on an in-depth understanding of user satisfaction decision-
making behavior, enterprises can accurately analyze users’ differentiated preferences and
their emphasis on product attributes [10], so as to realize user-centered product develop-
ment. Traditionally, interviews, questionnaires, and behavioral experiments [11] are usually
applied to observe the user satisfaction decision process, investigate feedback on products

J. Theor. Appl. Electron. Commer. Res. 2024, 19, 272–296. https://doi.org/10.3390/jtaer19010015 https://www.mdpi.com/journal/jtaer

https://doi.org/10.3390/jtaer19010015
https://doi.org/10.3390/jtaer19010015
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jtaer
https://www.mdpi.com
https://orcid.org/0000-0002-3170-4073
https://doi.org/10.3390/jtaer19010015
https://www.mdpi.com/journal/jtaer
https://www.mdpi.com/article/10.3390/jtaer19010015?type=check_update&version=1


J. Theor. Appl. Electron. Commer. Res. 2024, 19 273

or services, and further provide support to product development and improvement. For ex-
ample, Ding et al. [12] empirically analyzed the effect of the environment on hotel customer
satisfaction. The results showed that tourists may maximize their satisfaction by choosing
destinations that provide a good environment. Although these methods provide a direct
understanding of user needs and behaviors, with good internal validity, they require more
time and higher costs, and the quantity and characteristics of experimental samples are
relatively limited.

With the popularization of e-commerce, the internet has become the main carrier of
shopping behaviors, and online reviews have emerged and converged into a new type of
word-of-mouth marketing. As pieces of real feedback after purchasing, online reviews not
only include more accessible information channels but also contain abundant information
helpful to analyze user preferences [13], influencing factors, and mechanisms behind satis-
faction decisions [14]. Phillips et al. [15] found through analyzing online review data from
442 hotels that hotel attributes such as room quality, internet availability, and infrastructure
had the greatest impact on hotel performance, and positive reviews had the most influence
on customer demand. Tang et al. [16] explored the factors influencing e-commerce website
conversion rates from two aspects: the affective content and the communication style of
online customer reviews. Levy et al. [17] analyzed 946,225 one-star online reviews of a
certain hotel and identified front desk staff, bathroom issues, room cleanliness, and room
noise as key factors leading to negative customer feedback. Online reviews are valuable
sources of information for enterprises. Analyzing consumers’ preferences based on online
reviews offers some important insights to understanding user needs and satisfaction deci-
sion mechanisms, and helps enterprises carry out product development activities. Hence,
extracting user preferences and corresponding satisfaction levels from online reviews,
excavating the decision-making stages and rules of evaluation behavior, and constructing a
quantitative user satisfaction decision model have become promising research directions.

Li et al. [18] identified the factors that influence hotel customer satisfaction through an-
alyzing online reviews, and analyzed the importance of these factors and their relationship
with customer satisfaction levels when booking luxury and economy hotels. Singh et al. [19]
compared the perceptions of different hotel service quality attributes among travelers in
religious and commercial destinations, as well as the impact of these attributes on customer
satisfaction. Alhamad and Singh [20] researched the significant and minor factors influ-
encing online hotel ratings in consumer reviews to enhance online ratings and customer
satisfaction. Although existing research has provided ideas for building models of the
impact of product or service attributes on user satisfaction, on one hand, these studies focus
on exploring the factors influencing user satisfaction [21,22], with little attention being paid
to the stages and processes of consumer satisfaction evaluation behavior. On the other hand,
related research generally investigates the linear impact of product attributes, brand, and
enterprise services on consumer satisfaction outcomes [23,24]. However, existing research
has already established the existence of both non-compensatory and compensatory decision
rules in consumer behavior. This means that consumers do not consider all attributes of
a product in a comprehensive manner to compensate linearly for satisfaction decisions.
Once certain attributes do not meet consumer expectations, even if other attributes perform
well, consumers may feel disappointed. Singh and Alhamad [25] utilized the two-factor
theory to uncover the key factors impacting online hotel ratings. They hypothesize that
both satisfying and dissatisfying factors would influence a hotel’s rating, but satisfiers
had a slightly greater effect than dissatisfiers. Furthermore, Zhang and von Dran [26]
divided website design factors into two factors: hygiene factors, whose presence made
a website functional and serviceable and whose absence caused user dissatisfaction, and
motivator factors, which, on the other hand, were those that added value to the website
by contributing to user satisfaction. They found that dissatisfaction with hygiene factors
directly affected participants’ judgments of motivator factors. Zhang and von Dran [26]
considered the interplay between two factors, but lacked a quantitative measurement of
the impact of these factors on user satisfaction. Therefore, further exploration is needed on
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how to quantitatively characterize the nonlinear impact of factors from the product and
brand on user satisfaction.

To fill this research gap, this study uses online review data to extract user needs,
preferences, and satisfaction information from a large amount of unstructured text, while
considering the nonlinear effects of relevant factors and analyzing the stages and decision
principles of user satisfaction. From the perspective of evaluating decision-making behavior,
the objective of our study is to excavate the mechanism behind user satisfaction decisions
and establish a quantitative model reflecting the evaluation process of consumers. Taking
an electronic product, namely smartphones, as an example, a two-stage nonlinear user
satisfaction decision model (USDM) considering consumer preference is presented. Our
main work includes the following steps.

Firstly, in order to fully extract consumers’ sentiment intensity in relation to product
attributes, an online review semantic mining method is designed using word2vec tech-
nology and lexicon-based sentiment analysis methods, and the sentiment vectors of each
online review are calculated accordingly. Secondly, for the sake of describing consumers’
preferences for product attributes, we apply the utility function to develop the KANO
mapping rules, through which product attributes are classified into various categories
according to the importance users attach to them. Thirdly, as the key work of this study, a
two-stage nonlinear USDM is developed to depict the post-purchase evaluation behavior
accurately and comprehensively and analyze the impact of attribute performance on user
satisfaction. We divide the user satisfaction decision into two stages and assume that they
follow the non-compensatory decision rule and the compensatory decision rule, respec-
tively. In the first non-compensatory stage, consumers decide on their initial satisfaction
level based on the performance of the product’s basic attributes. If the performance of these
attributes is poor, it is almost impossible for users to be satisfied with the product. In the
second compensatory stage, the performance of the remaining attributes will collectively
affect the final user satisfaction by participating in the user’s utility computing. Finally,
a genetic algorithm (GA) is designed to adaptively find feasible solutions for the USDM,
based on which the validity and robustness of the USDM are verified according to review
data collected from JD.com. In order to prove the effectiveness of the UDSM in predicting
user satisfaction, the USDM is compared with other classical models and machine learning
algorithms, and the experimental results support the rationality of our proposed user satis-
faction decision-making process and its rules. Our study makes an important contribution
to the field of post-purchase evaluation and satisfaction decisions and sheds new light on
the sentiment analysis of online reviews and user-centered product improvement.

The remainder of this study is organized as follows. Section 2 reviews the relevant
literature on user satisfaction, user preferences, and consumer decision making. Section 3
presents the framework of our study. In Section 4, the data processing and user preference
analysis are performed. Section 5 describes a two-stage USDM, and Section 6 tests its
robustness and validity. Further discussion and implications are provided in Section 7.
Section 8 closes the paper with the conclusions, limitations, and future research.

2. Literature Review

2.1. User Satisfaction and User Preferencess

2.1.1. User Satisfaction

As an evaluation indicator measuring whether and to what extent consumers’ es-
tablished preferences are met [1], user satisfaction is not only the psychological state of
pleasure or disappointment generated within users by commodities or services [27] but is
also the result of consumers’ post-purchase evaluation behavior [28,29]. A considerable
number of studies have proven that user satisfaction has a positive impact on promoting
repurchasing [30], improving market share and profitability of organizations [6], building
customer loyalty [4], and strengthening brand equity [31].

Previous studies have explored the influencing factors of user satisfaction to provide
references for product development and improvement [13,29]. The earliest studies utilized
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traditional empirical research methods such as questionnaires, interviews, and behavioral
experiments. For example, McNamara and Kirakowski [32] constructed a user satisfaction
system for e-commerce platforms and proposed a comprehensive model based on product
quality, price, after-sales service, and other factors. Cohen et al. [33] measured user sat-
isfaction along with several consumer behavior factors (e.g., emotion, loyalty, and trust).
These methods allow for a direct understanding of user needs and behaviors and have
good internal validity. However, they require greater costs and time, and the sample size
for experiments is relatively limited [11].

With the rapid development of the internet and the gradual rise of online shopping
platforms, the volume of user review data has dramatically increased. As massive and
information-rich sources of data, user reviews are becoming an important research focus
for more and more enterprises. Some scholars have attempted to study user satisfaction
through online review data. Zhang et al. [23] explored the asymmetric effects of attribute
performance (value, cleanliness, location, etc.) on the satisfaction of users with differ-
ent geographic and cultural backgrounds using review data from hotels. Alhamad and
Singh [21] utilized data mining techniques to extract important factors that influence con-
sumer satisfaction from online hotel reviews, including comfort, cleanliness, and location.
However, these studies only consider factors that influence consumer satisfaction and do
not take into account consumer satisfaction (or dissatisfaction) when evaluating their pur-
chase. Furthermore, existing research generally assumes linear effects of product attributes,
brand, and enterprise services on satisfaction outcomes [23,24], ignoring that consumers
may not comprehensively consider the advantages and disadvantages of all attributes to
make compensatory linear satisfaction decisions. Research has shown that even if other
attributes perform well, consumers will feel disappointed if certain attributes do not meet
their expectations [26], leading to immediate negative actions. The quantification of the
impact of product attributes and other influencing factors on user satisfaction and the
characterization of the nonlinear effects of product and brand factors on user satisfaction
are still areas that require further research.

2.1.2. User Preferences

The fundamental determinant of user satisfaction is whether user preferences are
met by the products and services [1]. User preference refers to the degree of interest and
importance that users show for certain things [34]. It is a comprehensive result of users’
inner weighing of commodities or services based on their own cognition and has a crucial
influence on individual behavior and decision making. In the era of a demand-driven
economy, companies must consider the market needs for product innovation and provide
more comprehensive and unique products than competitors to meet user preferences [35].
Identifying user preferences from online reviews to form user portraits plays a key role in
user analysis [36], product development [37], and marketing [38].

Numerous pieces of evidence suggest that consumers have various preferences for
different attributes, that is, consumers pay different degrees of attention to product at-
tributes [10]. Scholars have proposed a series of theories and models to characterize the dif-
ferent preferences of users towards products and attributes. Among them,
Herzberg et al. [39] originally proposed the classic two-factor theory to explain the re-
lationship between job satisfaction and motivation. The theory suggests that job satisfaction
and motivation are influenced by two factors: hygiene factors and motivator factors. The
former represents individuals’ basic needs and essential conditions for satisfaction, and
its impact on job satisfaction and motivation is relatively limited. The latter includes
factors such as achievement, recognition, and the nature of the work itself, which have a
more positive impact on individual satisfaction and intrinsic motivation. Soliman [40] also
indicated that when the environment (organization) adequately satisfied various needs,
motivator factors became a stronger source of satisfaction compared to hygiene factors. If
the environment deprived people of their various needs, hygiene factors would be more
influential in causing dissatisfaction than motivator factors. Subsequently, Maddox [41]
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further confirmed the validity of the two-factor theory. He argued that satisfaction and
dissatisfaction are independent constructs, caused by different facets of interaction between
a stimulus (job or product) and individuals. As these constructs are unrelated, individuals
might feel both very satisfied and very dissatisfied at the same time. Koncar et al. [42]
applied the two-factor theory to online employer–employee review data to study the
factors influencing employee satisfaction. Singh and Alhamad [25] utilized two-factor
theory (satisfiers and dissatisfiers) to uncover key factors influencing hotel ratings in online
review data. They subsequently extended the theory to the four-factor theory (satisfiers,
dissatisfiers, critical factors, and neutral factors) and predicted key factors impacting online
hotel ratings through online consumer review data [43]. Although the two-factor theory
and the four-factor theory, which comprehensively consider and explain work motivation
and satisfaction, can provide a basic framework to characterize user preferences from the
perspectives of basic needs and emotional value, they overlook the periodicity of user eval-
uation decision-making behavior and the nonlinearity and complexity of user preferences,
making it difficult to fully explain and predict user complex preferences.

The KANO model provides another perspective to explain user preferences [44].
The KANO model categorizes product attributes based on how much consumers value
each attribute [45]. It classifies user preferences into five types: must-be, attractive, one-
dimensional, indifferent, and reverse [46–48]. Qi et al. [49] applied the joint analysis
method and the KANO model to classify the attributes of laptop computers and obtain
product improvement strategies. Zhao et al. [50] developed a strength–frequency KANO
(SF-KANO) model, which considered the interaction between strength and frequency, to
classify the demands expressed by different travelers in online reviews with the goal of
maximizing traveler satisfaction at the lowest cost. Jiang and Li [51] proposed a method
based on multi-dimensional sentiment analysis and the KANO model to quantify customer
satisfaction by mining customer demand data from online reviews.

Compared to the broader preference categorization method used in the two-factor
theory, the KANO model emphasizes placing the user at the core of the analysis and
provides a more detailed feature categorization. This helps to understand user needs,
attribute priorities, and improvement directions more accurately. Additionally, by identify-
ing expected attributes and attractive attributes, the KANO model offers more innovative
directions for products or services to gain competitive advantages. Therefore, it is more
suitable for user preference and product or service feature analysis [52]. Based on this,
this study develops a KANO mapping rule to extract consumer demands, preferences,
and satisfaction information regarding different product attributes from large amounts of
unstructured text (online review data). It also considers the nonlinear impact of factors that
influence consumer satisfaction and analyzes the stages and decision principles of the user
satisfaction process.

2.2. Post-Purchase Evaluation Decision-Making Behavior

Consumer evaluation decision making belongs to the field of consumer behavior,
which is a series of activities that consumers take to acquire, use, and process a good or
service, and includes their decision-making behavior before and after these activities [53].
Due to the invisibility of individual psychological activities, user decision making is a
part of the black box of consumers [54]. Generally speaking, consumer decisions refer to
the purchase decisions of consumers. The American Marketing Association (AMA) states
that consumer decision making comprises consumers making a detailed evaluation of the
attributes of certain products, brands, or services, and making rational choices to complete
the process of purchasing a product or service that meets their specific needs at the lowest
cost [55]. Consumer evaluation refers to the satisfaction level given by consumers after
using products based on the degree to which their demands are satisfied by the product and
ancillary services [56]. And consumer evaluation decision making is the process through
which consumers generate emotions for products and make satisfaction evaluations, which
is an invisible consumer black box problem [35].
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From the perspective of consumers’ bounded rationality, decision-making rules are
adopted by consumers according to the complexity and importance of decisions to be
made in order to simplify the decision-making process. Consumer decision-making rules
are divided into compensatory and non-compensatory decision rules [57]. To be specific,
compensatory decision rules are a method of decision making based on utility comput-
ing [58], such as the simple additive rule and weighted additive rule [59]. The utility of
optional product attributes is summarized as the total utility, and then the total utility of
all optional products is compared [60]. The bad performance of some attributes can be
compensated for by the good performance of other attributes under the compensatory
decision rules, that is, a product can offset its deficiencies so that consumers can consider
all optional products more comprehensively. Under the non-compensatory decision rules,
consumers set restrictive requirements to simplify the decision-making process, excluding
all optional products that do not meet their specific requirements [61]. Lexicographic rule,
conjunctive rule, elimination by aspects (EBA) rule, etc., are typical non-compensatory
decision rules. Among them, EBA is applied by the vast majority of existing literature
to analyze consumer decisions [62]. According to EBA, consumers firstly select the most
significant attributes in light of the perceived importance of product attributes, and then set
a minimum required standard for each attribute, that is, the psychological threshold [63].
All optional products are screened under the same criteria, and products whose attribute
performances are below the psychological thresholds are excluded. Consumers then apply
other rules to evaluate the remaining products in the considered set. Although there are
abundant studies on consumer decision-making theory, the decision-making process is
still an unverifiable black box problem [64], and there is a lack of models and methods to
comprehensively and accurately depict the decision-making processes of consumers.

An evaluation decision is a type of consumer thinking decision. Individual cognitive
science provides theoretical support for analyzing post-purchase evaluation behavior [65].
In cognitive psychology, the holistic–analytical cognitive model has been widely recog-
nized [66]. The holistic cognitive model and analytical cognitive model are different
information processing strategies [67]. The former treats the group as a whole and con-
ducts analysis based on the internal relations between individuals. The latter identifies
individual bodies in a group and analyzes their basic properties. Accordingly, under evalu-
ation decision behavior, the holistic cognitive model states that consumers consider all of
a product’s attributes to make decisions based on the overall impression of the product;
that is, users evaluate the product following the compensatory decision rules. However,
the analytical cognitive model is based on consumers’ use of independent judgment of a
product’s attributes to determine their satisfaction level, which motivates users to adopt
non-compensatory decision rules. Therefore, we infer that when users evaluate a product,
they should first generate an overall impression of the product according to a holistic
cognitive model, and then make a final decision on their satisfaction based on the consider-
ation of the performance of different attributes. Specifically, in the first stage, users adopt
non-compensatory rules and focus on the attributes they value most, based on which they
decide whether they are basically satisfied or dissatisfied with the product. In the second
stage, users adopt compensatory rules and fine-tune their satisfaction level by compre-
hensively considering other attributes on the basis of the first stage. However, existing
research has seldom explored the behavioral mechanisms underlying the generation of
satisfaction outcomes, neglecting the staged and procedural nature of product evaluation
behaviors. There is also a lack of exploration into the decision principles for satisfaction at
different stages.

To fill these gaps, this study considers the nonlinear impact of product attributes on
user satisfaction and analyzes the stages and decision principles involved in the process
of user satisfaction generation. We design an online review semantic mining method to
mine consumers’ preferences for different product attributes combine it with the utility
function and KANO model. Subsequently, the non-compensatory and compensatory rules
of purchase decisions are applied to evaluation behaviors, and a quantitative nonlinear
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USDM is constructed that solves the black box caused by the invisibility of the product
evaluation process.

3. Research Framework

Mining users’ satisfaction decision behavior from online reviews can support user-
centered product development. The objective of this study is to explore the mechanism
of user satisfaction decisions and establish a quantitative model reflecting the evaluation
process of consumers. Our study framework is shown in Figure 1.

Figure 1. Research framework.

Firstly, this work takes smartphones as the study object and crawls Chinese online
reviews of various types of smartphones on JD.com as the data source. Therefore, it is
necessary to transform the unstructured text into structured data for further analysis, which
is the foundation of our study. As shown in part I of Figure 1, data crawling, lexicon
construction (attribute lexicon, sentiment lexicon), and sentiment analysis are carried out
to filter the reviews with low helpfulness through fine lexicon matching, and the sentiment
vectors of the remaining reviews are calculated to reflect the user’s sentiment intensity for
each product attribute.

Secondly, to preliminary explore the relationship between the quality and performance
of different attributes and user satisfaction, this study first develops a utility function model
to obtain the degree of impact of positive and negative sentiments towards each attribute on
the overall satisfaction. Then, the KANO mapping rules are designed according to KANO
theory and the regression coefficients of the utility function; through these mapping rules,
all smartphone attributes are divided into different categories based on user preferences, as
shown in part II of Figure 1.

Thirdly, in order to accurately describe the process and rules of satisfaction decisions
and quantitatively analyze how each product attribute affects the overall satisfaction of
users, the non-compensatory and compensatory decision theories are introduced, and a
USDM in line with the individual thinking mode is proposed, which is also the focus of
this study. Specifically, the decision-making process of user satisfaction is divided into the
stage of non-compensatory EBA and the stage of compensatory utility calculation. The
classification results of the KANO mapping rules are applied to determine which stage each
attribute plays a role in. Through the integration of two decision-making stages, various
attributes are comprehensively considered to form the final satisfaction level. Finally, a GA
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is developed to adaptively train the function expressions and parameters of the UDSM,
and the parameter analysis and model comparison are conducted to verify the robustness
and effectiveness of the proposed model (see part III in Figure 1).

4. Data Processing and User Preference Analysis

4.1. Data Collection

The data collection work was carried out in September 2020. We obtained our data
from JD.com, one of the largest e-commerce platforms in China. JD sells an enormous
variety of products and primarily focuses on digital products. Our data concentrated
on the smartphone market, and 93,612 online reviews of 50 different smartphone prod-
ucts were collected (reviews were published from 1 January 2020 to 1 September 2020).
For each record, in addition to the product review text and corresponding star-rating
(i.e., the satisfaction level), we also collected information such as users’ IP addresses,
publicly available personal profiles, and product parameter information. Based on the pre-
liminary analysis of this information, we found that (1) the reviews were posted by users of
different types, including different ages, genders, and regions; (2) the 50 smartphones were
from 12 mainstream phone brands, and there were significant differences in parameters
and prices; (3) the number of reviews for each phone was between 1500 and 2000, and
there was no imbalance in quantity; (4) the distribution of satisfaction ratings showed a
skewed distribution, and highly satisfied (5-star reviews) and highly dissatisfied (1-star
reviews) users were more frequent, with satisfied reviews accounting for 67%. This is also
consistent with Ullah et al.’s [68] observation that “the distribution of satisfaction polarity
in online reviews shows a bimodal distribution”. Excluding default system reviews and
reviews with empty content, a total of 91,544 reviews were included in the subsequent
data preprocessing.

4.2. Data Processing

Natural language processing (NLP) techniques are applied to determine the sentiment
attitudes towards the product attributes for further analysis. The dictionary-based approach
is a common NLP technique that uses pre-defined topic dictionaries or sentiment lexicons
to extract keywords, identify named entities, and perform sentiment analysis from text [69].
However, this approach relies on pre-defined dictionaries and may not directly apply to
sentiment analysis in specific domains lacking mature dictionaries [70]. The Word2Vec
technique partially addresses the limitations of this approach. It is a neural network-based
word-embedding model that learns the contextual relationships in large corpora and maps
words to continuous vector spaces, enabling the comparison of word associations and
similarity [71,72]. It can discover new words that are not covered by dictionary-based
methods. Therefore, this study uses both pre-defined dictionaries and Word2Vec models to
extract new vocabularies in specific domains, fully incorporating the semantic relationships
of the context. We constructed attribute and sentiment dictionaries that cover all product
attributes and emotional colors in the smartphone domain. Based on these dictionaries,
we can accurately mine the polarity of user sentiment towards smart product attributes in
online reviews.

Firstly, data preprocessing was conducted. After cleaning the raw review data by
removing unnecessary punctuation marks, special characters, HTML tags, and spelling
errors, the Jieba word segmentation technology was used for word segmentation, and POS
(part-of-speech) tagging was performed on the segmented words. Then, a pre-defined
stop word list was used to filter out common meaningless words in the text. Subsequently,
the word frequency and part of speech were counted, and the candidate lexicon ranked
according to word frequency was formed.

Secondly, word2vec technology [71,72], an open-source tool for word vector calcu-
lation, was adopted to construct the attribute lexicon of smartphones. It computes the
word vector of the center word by calculating the probability of its co-occurrence with
a background word in a certain word window and then compares their semantic simi-
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larity by calculating the cosine similarity of their word vectors. Using online reviews as
input, a word2vec model for comparing word similarity was established. By interview-
ing professional smartphone developers and referring to the literature on mobile phone
products [8,57], the attributes of smartphones were classified into 12 categories: signal,
battery, sound quality, storage, processor, camera, screen, network, system, unlock method,
appearance, and brand. As shown in Table 1, seed words for each attribute with frequencies
greater than 500 were selected from the candidate lexicon. To identify all attribute words of
smartphones from online reviews, we applied the word2vec model to obtain words with
high similarity with seed words (i.e., the cosine similarity between them is greater than 0.7),
after which the attribute lexicon (including 12 kinds of attributes and 429 specific attribute
words) was constructed.

Table 1. Attribute classification and seed words of each attribute.

Attribute Seed Words Attribute Seed Words

Signal signal; baseband; call, etc. Screen screen; resolution; display; clarity, etc.
Battery battery; standby; power, etc. Network WI-FI; internet; wireless, etc.

Sound quality sound effects; voice; horn, etc. System system; iOS, etc.

Storage memory; 256 GB; storage capacity, etc. Unlock
method unlock; fingerprint; facial recognition, etc.

Processor chip; CPU; A12, etc. Appearance appearance; color; size, etc.
Camera camera; photo; pixel, etc. Brand iPhone; Apple, etc.

Thirdly, a sentiment lexicon was constructed based on the Hownet lexicon and the
word2vec model [73]. Specifically, first of all, the candidate lexicon was scanned to identify
the words existing in the Hownet lexicon and add them to the sentiment lexicon. In order
to make the sentiment words more suitable to the characteristics of smartphones, the
semantic similarity between the remaining words in the candidate lexicon and the existing
words in the sentiment lexicon was calculated. Finally, the sentiment lexicon containing
536 positive-sentiment words and 364 negative-sentiment words was formed.

Finally, user sentiment intensity with product attributes in each review was analyzed
by matching the attribute words and sentiment words. The following structural processing
was conducted for each unstructured online review:

Step 1: Segment the review text and identify all attribute words according to the
attribute lexicon.

Step 2: For each attribute word, determine the corresponding description text in
the review.

Step 3: Search for sentiment words within the corresponding description text of each
attribute, and make a semantic judgment based on negative or positive words. Xpos

j and

Xneg
j represent the value of positive and negative sentiment, respectively, on attribute j. If

users have positive feelings towards attribute j, Xpos
j = 1, Xneg

j = 0. If users have negative

feelings towards attribute j, Xpos
j = 0, Xneg

j = 1. If users do not evaluate an attribute, both

Xpos
j and Xneg

j will be equal to 0.
Step 4: Summarize the positive and negative sentiment of 12 attributes in this review

to form its sentiment vector (Xpos
1 , Xneg

1 , . . . . . . , Xpos
12 , Xneg

12 ).
If all elements in the sentiment vector of a review are 0, it is deemed that the review

does not provide valuable information, and thus should be excluded from the data. There-
fore, 89,768 valid review pieces were finally included in our subsequent analysis. This
ensures that the subsequent study is based on review data containing rich attribute and
sentiment information.

4.3. User Preference Analysis

To analyze how much users value different product attributes and extract the features
of consumer preferences, the utility function and the KANO mapping rules are developed
based on all the sentiment vectors of online reviews, through which the product attributes
are classified according to consumer preferences.
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4.3.1. The Consumer Utility Function Model

The utility function is established first to explore the impact of different attribute
performances on user satisfaction. In general, the utility function depicts the quantitative
relationship between the utility perceived by consumers and the combination of products
purchased and measures the satisfaction level that consumers obtain through consuming
behavior [49,74]. In our study, consumers’ positive and negative sentiments for each
attribute are used to represent attribute performance, and the star-rating of each review
reflects their level of satisfaction with the product. The definition of the utility function
model is as follows:

y = α +
13

∑
j=1

(
β

pos
j Xpos

j + β
neg
j Xneg

j

)
(1)

where y is the value of satisfaction and is measured by a star-rating, ranging from 1 to 5.
As illustrated in Section 4.2, Xpos

j and Xneg
j denote the positive and negative sentiment of

attribute j, respectively, in the corresponding review. β
pos
j and β

neg
j are the coefficients of

positive sentiment and negative sentiment, respectively, which can be used to analyze the
consumer preference for attribute j.

It is worth noting that the regression coefficients of the utility function can only repre-
sent the importance of product attributes from a linear perspective, without considering
the nonlinear features of consumer preferences for product attributes, for example, curved
decreasing or increasing trends or saturation effects. These nonlinear relationships re-
mind us to fully consider consumers’ perceptions and emotional responses to different
attributes in product design and improvement in order to better meet their needs and
enhance product satisfaction. Therefore, in order to comprehensively and accurately char-
acterize user preferences and capture nonlinear relationships, we quantify consumer pref-
erences for product attributes based on the KANO theory and the regression coefficients of
utility function.

4.3.2. The KANO Mapping Rules

In this section, consumer preferences for product attribute performance are analyzed,
and product attributes are subsequently classified by the established KANO mapping rules.
The KANO model, proposed by Noriaki KANO, reflects the nonlinear relationship between
product quality and user satisfaction based on the analysis of consumer needs [46–48]. In
Figure 2, according to the relationship between attribute quality (namely attribute perfor-
mance) and user satisfaction, product attributes are divided into five categories:

(1) Must-be Attribute: This corresponds to the basic functions of products. When the
attribute’s performance is inadequate, users will be unsatisfied. However, if the
attribute is improved after it is qualified, the user will not be more satisfied.

(2) Attractive Attribute: When the attribute’s performance is insufficient, user satisfaction
will not decrease significantly. But, as the quality of this attribute improves, user
satisfaction will increase significantly.

(3) One-dimensional Attribute: User satisfaction is approximately proportional to at-
tribute performance.

(4) Indifferent Attribute: No matter how the attribute’s performance changes, user satis-
faction will not be affected.

(5) Reverse Attribute: User satisfaction decreases if the attribute’s performance is improved.

According to the above definitions, the KANO mapping rules are designed based on
β

pos
j and β

neg
j , as calculated by the utility function.
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Figure 2. The KANO model [46].

Classification rules are shown in Figure 3 and Table 2, where ϑ and σ are two positive
hyperparameters greater than 0. ϑ is set to measure the significance of βpos and βneg. When
β is lower than ϑ, it is considered to be close to 0. σ is set to estimate the similarity between
the impact of positive and negative attribute performances on user satisfaction, namely βpos

and βneg. For example, for attribute j, β
pos
j = 0.03, β

neg
j = 0.045. If σ = 2 and β

pos
j > 1

σ β
neg
j ,

it can be concluded that β
pos
j and β

neg
j have similar values; that is, user satisfaction is

proportional to attribute performance, indicating attribute j should be one-dimensional.
But if σ = 1.1, the difference between β

pos
j and β

neg
j is considered large, and attribute j

should be a must-be attribute. Questionable attributes refer to the value ranges in Figure 3,
which cannot be reasonably explained in reality. For instance, values in the fourth quadrant
denote that user satisfaction increases regardless of whether the attribute’s performance
improves or degrades.

Figure 3. The KANO mapping rules.
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Table 2. The KANO mapping rules based on the regression coefficients of positive and negative sentiment.

Mapping Rule Attribute Category

βpos > ϑ&βneg > ϑ&βneg > 1
σ βpos&βneg < σβpos One-dimensional

βpos < −ϑ&βneg < ϑ; −ϑ < βpos < ϑ&βneg < −ϑ; Reverse
βpos > ϑ&|β neg

∣∣∣< ϑ; βneg > ϑ&βneg < 1
σ βpos Attractive

|βpos| < θ&βneg > θ; βpos > ϑ&βneg > σβpos Must-be
|βpos| < ϑ&|βneg| < ϑ Indifferent
βpos < −ϑ&βneg > ϑ; βpos > ϑ&βneg < −ϑ; Questionable

Overall, KANO mapping rules provide a quantitative way to finely identify consumers’
preferences for different product attributes based on their importance. However, the above
KANO model can only characterize the impact of a single attribute on consumer satisfaction
evaluation decisions. In fact, when making satisfaction evaluation decisions, consumers
often consider multiple attributes in a comprehensive manner. Therefore, relying solely
on KANO mapping cannot fully capture the impact of product attributes on consumer
satisfaction. Based on this, we propose a two-stage USDM which uses the KANO model to
classify attributes and provide consumers with an overall satisfaction evaluation decision
in each stage.

4.3.3. Experimental Results

In this section, we regressed the utility function model with the sentiment vectors
and star-ratings of 89,768 valid reviews to calculate the regression coefficients β

pos
j and

β
neg
j . Based on this, all attributes were mapped into five categories according to the KANO

mapping rules. Taking ϑ = 0.001 and σ = 4.5, the regression coefficients and attribute
classification results were determined as shown in Table 3.

Table 3. The regression coefficients of the utility function and attribute classification results.

Attribute β
pos
j p Value β

neg
j p Value Category

Signal 0.0019 0.135 0.2446 *** Must-be
Battery −0.0002 ** 0.1439 *** Must-be

Sound quality 0.0040 * 0.0168 *** One-dimensional
Storage 0.0143 *** 0.0000 0.326 Attractive

Processor 0.0101 *** 0.0653 *** Must-be
Camera 0.0069 ** 0.0352 ** Must-be
Screen 0.0102 *** 0.0667 *** Must-be

Network 0.0187 *** 0.1437 *** Must-be
System 0.0123 *** 0.1106 *** Must-be

Unlock method 0.0124 *** 0.00272 * Attractive
Appearance 0.0105 *** 0.1315 *** Must-be

Brand 0.0122 *** 0.1234 *** Must-be

Note: ***, **, and * are statistically significant at the 0.001, 0.01, and 0.05 level, respectively.

It can be seen from Table 3 that the 12 smartphone attributes are classified into must-be
attributes, one-dimensional attributes, and attractive attributes. As developed products, it
is reasonable to conclude that there are no indifferent or reverse attributes for smartphones.
All 12 attributes have positive effects on use satisfaction, although consumers attach
different levels of importance to them.

So far, 12 attributes of smartphones have been divided into five categories. Since con-
sumers attach different levels of importance to these five categories, we use the categories
of the attributes to represent user preferences in the following study.

5. A Two-Stage USDM

In this section, the sum of positive sentiment Xpos and negative sentiment Xneg is
calculated and labeled as x to represent the performance of attribute j, and the star-rating is
used to denote user satisfaction. To depict the user satisfaction decision process and analyze
the influence of consumer preferences with different attributes, we divide the post-purchase
evaluation decision into two stages and apply the non-compensatory and compensatory
rules of purchase decisions, respectively, through which the USDM is proposed and trained
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by a GA, overcoming the problem that classical optimization methods cannot generate
precise expressions in complex nonlinear space comprehensively and accurately.

5.1. The Framework of the USDM

5.1.1. The Concept of the USDM

The non-compensatory and compensatory rules are commonly used to describe a
consumer’s two-stage decision-making process [75,76]. Therefore, this study considers the
user post-purchase evaluation behavior as a two-stage satisfaction decision-making process
and integrates the two kinds of decision rules to form the USDM, as shown in Figure 4.

Figure 4. The concept of the USDM.

In the first stage, consumers decide their initial level of user satisfaction. Generally
speaking, this process is based on non-compensatory rules; that is, the disadvantages
of some attributes cannot be compensated by the advantages of other attributes when
consumers evaluate a product [75,76]. As a typical non-compensatory rule, the EBA rule
can effectively characterize the process [62]. In EBA, consumers select some basic attributes
of the products according to their perceived importance and set minimum standards for
them (i.e., the satisfaction threshold of each attribute).

The basic attributes of a product are directly related to the product’s function.
Zhang and von Dran [26] suggested that basic attributes were the minimum user ex-
pectations of a product, and if these attributes were lacking or failed to meet the user’s
threshold, the user would be dissatisfied or even refuse to use the product. The studies
conducted by Alhamad and Singh [20] and Singh and Alhamad [25] also confirmed that
the importance of different product attributes on consumer satisfaction varied. In KANO
theory, must-be attributes refer to the minimum requirements and basic expectations that
users have for a product which do not significantly promote user satisfaction if met but will
result in extreme dissatisfaction if they are not met [46–48]. Hence, these basic attributes
correspond to the must-be attributes in Section 4.3, which are the attributes or functions
that users deem necessary for the product to have.

Therefore, we propose that in the process of user satisfaction decisions, consumers
adopt the EBA rule to determine the initial level of satisfaction (ωEBA) according to the
performance of must-be attributes first. Among all must-be attributes, if the performance
of one is too low to reach users’ psychological threshold, even if other attributes perform
well, users will still be dissatisfied with the product.

In the second stage, consumers comprehensively consider the other four categories of
attributes to give the final satisfaction decision. Another consumer purchasing decision rule,
the compensatory decision rule, is a decision-making method based on utility computing, in
which the advantages and disadvantages of product attributes can compensate each other,
and consumers take various attributes of a product into comprehensive consideration [61].
We believe that after consumers evaluate the must-be product attributes based on the EBA
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rule and generate preliminary satisfaction evaluation, they will comprehensively consider
the performance of the other attributes to determine their perceived utility and finally
decide their final satisfaction level. In this stage, consumers combine their preferences
for the remaining four KANO attributes, including attractive attributes, one-dimensional
attributes, indifferent attributes, and reverse attributes, to calculate the compensatory effect
of the performance of these attributes on their perceived utility, resulting in the satisfaction
level of this stage (ωutility).

It should be noted that this two-stage USDM is particularly suitable for high-value
and innovative products, which tend to have more attributes and involve a more complex
decision-making process for consumers. For low-value products or products with fewer
attributes that consumers habitually purchase, there is no need to use the two-stage USDM.
Judgments and decisions can be made based on the first stage of the model alone.

5.1.2. The Expressions of Five KANO Attributes

In this part, to build a quantitative model of user satisfaction decisions, a series of
basic mathematical expressions are designed for five KANO attributes (see Section 4.3) to
describe the relationship between the performance of product attributes (i.e., user sentiment,
labeled as x) and user satisfaction (i.e., the utility, labeled as φ). As shown in Table 4, the
curves between the performance of product attributes and user satisfaction include a
logarithmic function, power function, exponential function, linear function, and constant
function. Among them, p1, p2, and p3 are the coefficients that make the curves conform
to the relationship between an attribute’s performance x and user’s satisfaction with the
current attribute φ according to KANO theory.

Table 4. The curves and expressions between the performance of different attributes and user satisfaction.
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5.1.3. The Quantitative form of the USDM

After introducing the concept of the USDM and the mathematical expressions corre-
sponding to the five KANO attributes, the two-stage USDM is quantified. Firstly, in the
first stage using the EBA rule, the initial level of user satisfaction (ωEBA) with all must-be
attributes’ performances in this stage is calculated as follows:

ωEBA =

{
Q1, ∀ φi ≥ qi , i ∈ must − be
Q2, ∃ φi < qi , i ∈ must − be

(2)

In Formula (2), φi is the user satisfaction level with the performance of the must-be
attribute i and is calculated by the optimal expression trained from the expressions of
must-be attributes (in Table 4). qi is the satisfaction threshold of attribute i. Only when all
must-be attributes satisfy φi ≥ qi will consumers make a higher evaluation Q1, reflecting
that they are mostly satisfied. If the performance of attribute i fails to meet the threshold,
that is,φi < qi, consumers will give a lower, unsatisfactory evaluation Q2. Given that the
final satisfaction ranges from 1 to 5 and is the combined result of the two-stage decision
process, the values of Q1 and Q2 should be set between [0, 5] and Q1 < Q2. That is, when a
must-be attribute performs poorly, no matter how sufficiently the other attributes perform,
it is quite difficult for the product to obtain a rating of 5.

Next, in the second stage, according to the compensatory utility computing rule,
consumers’ satisfaction with the other four categories of attributes, ωutility, is calculated by
using the following linear formula to add up the satisfaction with each attribute:

ωutility = ∑i∈one−dimensional φi + ∑i∈attractive φi + ∑i∈indi f f erent φi + ∑i∈reverse φi + α (3)

where φi is the user satisfaction level for the performance of attribute j and is determined
according to its best-fit expression trained from the optimal expressions of this kind of
attribute (in Table 4) by GA. ωutility is the sum of φi for the attributes that participate in
utility computing. α is a constant.

Finally, by adding the results of these two stages, the final user satisfaction with the
product is obtained, as shown in Formula (4):

y = ωEBA + ωutility (4)

In Formula (4), y is the result of the satisfaction decision, measured by the reviewer’s
star-rating, and has a range of [1, 5]. At this point, the two-stage quantitative USDM
is constructed.
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5.2. The GA of the USDM

The GA is applied to train the USDM and search for the optimal setting and parameters
of the model that best fit the actual data. The GA, which is commonly used to search
for the best solution by simulating natural evolution, is independent of local minimum
problems [77]. In this study, the GA encodes feasible solutions into chromosomes with a
certain genetic structure. A mixed encoding of symbols and float encoding is applied. The
chromosome encoding is shown in Figure 5.

Figure 5. The chromosome of GA.

In Figure 5, m represents the number of product attributes, n is the number of must-be
attributes, and the length of a chromosome is 4m + n + 3. The first part of the chromosome,
with a length of m, contains the expression symbols corresponding to each attribute. Symbol
encoding is used in this part and the range of fi is [a, b, c, d, e], indicating that the expression
of this attribute in the position is a logarithmic, power, exponential, linear, or constant
function, respectively. The rest of the chromosome applies float encoding to represent
the parameters of the expressions and the model. Specifically, the second part comprises
the expression parameters of m attributes. The length of this part is 3 m because each
expression takes no more than three parameters according to Table 4. The third part is
the threshold of must-be attributes, so the length is n, and each position corresponds to
a threshold qi. The fourth part is the evaluation result of the first stage, which contains
two elements, which are Q1 and Q2 in Section 5.1.3. The fifth part is the constant term α in
stage 2.

In order to reduce the error between the actual value and predicted value, a fitness
function is constructed based on mean squared error (MSE). The definition of MSE is shown
in Formula (5), and the fitness function is shown in Formula (6).

MSE =
1
N

N

∑
i=1

(
Yi − Ŷi

)2
=

1
N

N

∑
i=1

(Yi − E(yi))
2 (5)

Fitness =
1

MSE
(6)

The process of the GA for generating precise expressions of the USDM is as follows:
Step 1: Initialization. Generate chromosomes randomly and ensure that each initial

chromosome is a feasible solution that conforms to the type of expressions and parameter
value range. Set the crossover and mutation probability.

Step 2: Calculate the fitness of individuals in this population.
Step 3: Selection. Selection is a process of survival of the fittest based on fitness. This

study selects random roulette methods for selection and sets an elite retention strategy to
retain the best-performing individuals.

Step 4: Crossover and mutation. A new generation of the population is generated
through single-point crossover, multi-point crossover, and mutation, and the values of the
last four parts of chromosomes vary within a reasonable range.

Step 5: Termination. The algorithm terminates when it iterates the specified number
of times. If not, repeat steps 2–4.

5.3. Experimental Results

In this section, the USDM was validated with 89,768 pieces of online reviews collected
from JD.com. After performing the utility function regression and KANO-based product
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attribute mapping, consumer preferences were identified, based on which the USDM
was trained.

We developed a GA program through MATLAB. We randomly selected 80% of the
89,768 valid online reviews as the training data and the remaining 20% were used as test
data to train the USDM. In the GA, the population size was set as 100; the crossover and
mutation probability were 0.3 and 0.1, respectively; and the program was terminated after
1000 iterations. By minimizing the MSE of the training process, the mathematical expression
for quantifying the user satisfaction decision was finally determined. We found that the
most appropriate expressions of signal, battery, processor, system, appearance, and brand
were in logarithmic form; the sound quality was a linear function; and storage, camera,
screen, and unlock method were suitably described by the exponential form. On this basis,
the parameters of each expression were trained. In addition, the thresholds of nine must-be
attributes, the initial level of user satisfaction in the first stage Q1 and Q2, and the constant
term α in Formula (3) were determined. The MSE of this trained USDM was 0.000509 on
the training set and 0.000556 on the test set.

6. Model Tests

In order to verify the effectiveness of the UDSM in predicting user satisfaction and
further support the rationality of our proposed user satisfaction decision-making process
and rules, an analysis of the parameters was carried out, and a series of machine learning
models and regression models were selected for comparison with USDM in this section.

6.1. Parameter Analysis

The values of ϑ and σ in the KANO mapping rules directly impact the classification of
product attributes, which in turn affects the choice of curve form and coefficient between
attribute performance and satisfaction. This parameter sensitivity ultimately leads to differ-
ences in the fitting results of the model. Therefore, by referring to existing research [78,79], we
conducted a parameter analysis for ϑ and σ to verify the robustness/sensitivity of the model
training results at different levels of ϑ and σ.

If the values of ϑ and σ in the KANO mapping rules change, the attribute classification
results will change accordingly. In this section, the training set and test set in Section 4.3
were used to train the USDM through the GA. Ranging the value of ϑ from 0.0005 to
0.005 and setting σ = 4.5, Figure 6 describes the changes in the USDM’s performance over
the range of ϑ values. Similarly, by increasing the value of σ from 1.5 to 6 and keeping
ϑ = 0.001, the effect of σ on the USDM’s performance is shown in Figure 7.

Figure 6. The impact of ϑ on the performance of USDM.
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Figure 7. The impact of σ on the performance of USDM.

In Figure 6, the MSE of the training sets and the MSE of the test sets are identical
when ϑ is between 0.0005 and 0.004. We focus on the reason for the gradual increase in
MSE as ϑ exceeds 0.004, and analyze the method of selecting parameters to avoid special
cases. Firstly, we sequentially set ϑ to values ranging from 0.0005 to 0.004, and find that
the KANO mapping results are consistent with the corresponding types of each attribute
shown in Table 3. However, when ϑ is set to 0.0045 and 0.005, the change in the KANO
classification of some attributes causes the GA to have different selections of expressions
and weights during training, leading to an increase in the MSE. Similarly, the change in σ in
Figure 7 causes a change in the KANO mapping results, which in turn results in a change
in the MSE. Moreover, even with the special case of bimodal distribution in the satisfaction
data used in this study, the MSE values for both the training and test sets are lowest when
σ = 4.5.

Therefore, on the one hand, this proves that the USDM can achieve the best perfor-
mance when ϑ = 0.001 and σ = 4.5, indicating that the attribute classification results are
reasonable. On the other hand, the robustness and adaptability of USDM are confirmed, as
the MSE does not fluctuate much over ϑ and σ. More importantly, the special phenomenon
of a sudden increase in MSE suggests that the robustness and predictive validity of the
USDM mainly depend on the accuracy of the KANO mapping results. In other words, the
accuracy of predicting user satisfaction should be based on accurately identifying consumer
preferences for product attributes. And the effectiveness of user preference analysis can be
verified by validating the MSE of the model training in reverse.

6.2. Models Comparison

To validate whether the two-stage USDM proposed in this study can effectively predict
user satisfaction, similar to Chen et al. [80], we employed a model comparison method to
compare the fitting and error levels of the USDM with commonly used machine learning
models and regression models. Specifically, we compared our model with 12 machine
learning models and regression models. These machine learning models were composed
of back-propagation neural networks (BPNNs) [78], general regression neural networks
(GRNNs) [79], strict and approximate radial basis function neural networks (RBFNNs) [80],
and support vector machine (SVM) [81]. Seven types of regression models were selected:
multiple linear regression (MLR), log-linear models RG1-RG3 (the differences between
RG1-RG3 are shown in Table 5), reciprocal linear model RG4, and polynomial regression
models PR1-PR2 (PR1 is a quadratic polynomial and PR2 is cubic).
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Table 5. R2 and MSE of models.

Models USDM BPNN GRNN Strict RBFNN Approximate RBFNN

R2 0.052719 0.460879 0.180084 0.455696 0.455696
Training MSE 0.000516 0.006996 0.000470 0.000311 0.000311

Test MSE 0.000538 0.006893 0.000556 0.001110 0.001110

Models SVM regression MLR RG1:
ln(1/y) = a + blnx

RG2:
lny = a + bx

RG3:
y = a + blnx

R2 0.234577 0.033737 0.035314 0.033747 0.005082
Training MSE 0.001117 0.000553 0.000553 0.000553 0.000570

Test MSE 0.001126 0.000581 0.000580 0.000581 0.000592

Models RG4:
1/y = a + be(1/x)

PR1:
y = a + bx + cx2

PR2:
y = a + bx + cx2 + dx3

R2 0.031751 0.054268 0.080678
Training MSE 0.000554 0.000542 0.000527

Test MSE 0.000579 0.000579 0.000582

The star-ratings and the sentiment vectors of 89,768 valid online reviews were used as
data. We applied MATLAB to train the GA to solve the USDM and the other 12 comparison
models with the same training set and test set (80% as training data and the remaining 20%
as test data). During training, the models were estimated by minimizing the training error.
In the training of machine learning models, we used stochastic gradient descent (SGD) to
fine-tune the parameters of the BPNN. The learning rate was dynamically adjusted using
learning rate decay (between 0.001 and 0.1). An L2 regularization parameter was also used
to balance the model’s fitting ability and generalization ability [78]. Since the GRNN does
not have an explicit parameter-tuning process, to avoid model overfitting and underfitting,
we compared results multiple times and set the bandwidth parameter to 0.8 [79]. When
training the RBFNNs, the number of radial basis functions was set to three, with the mean
of the training samples as the center of the radial basis functions, and the width was set
to one to balance the model’s complexity and fitting ability [80]. For SVM training, the
regularization parameter C was set to 5 through cross-validation, and the kernel function
parameter Gamma was set to 0.1 [81].

After model training, two metrics, goodness of fit (R2) and MSE, were used to compare
the accuracy of these models. The former measures the degree of fit of the model, with
a value closer to 1 indicating a better fit to the observed data. The latter quantifies the
difference between predicted values and actual values, with a smaller MSE indicating a
better fit of the model. The MSE is defined in Formula (5), and R2 is defined as follows:

R2 = 1 − SSE
SST

= 1 − ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 (7)

The R2 and the MSE of USDM and comparison models are shown in Table 5. The R2

of our model is superior to other models, except for GRNN, strict RBFNN, approximate
RBFNN, PR1, and PR2. In addition, the MSE of the USDM is lower than the GRNN in
the training set but better than the GRNN in the test set. More importantly, the MSE of
our model in the test set is the lowest among the 13 models, indicating that the proposed
USDM performs best in prediction accuracy.

7. Discussion and Implications

7.1. Discussion

This study developed a two-stage nonlinear USDM based on online product reviews
to provide a comprehensive analysis of user preferences and aid in product improvements.

One important contribution of this study is the combination of word2vec technology
and lexicon-based sentiment analysis methods to extract the sentiment polarity of each
product attribute from consumer reviews. Previous research on mining consumer attitudes
towards product attributes mainly relied on either lexicon-based matching methods or
Word2Vec technology [82,83]. However, these methods are not applicable for extracting
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review words in emerging domains where mature dictionaries are lacking. Therefore,
this study simultaneously used pre-defined lexicons and Word2Vec models to extract new
domain-specific vocabularies by fully integrating the contextual semantic relationships.
This integrated approach helps improve the accuracy and precision of analyzing user
attitudes towards product attributes.

Additionally, we introduced utility-based KANO mapping rules to classify consumer
preferences for product attributes. Compared to broad preference categorizations like
the two-factor and four-factor theories, the KANO model provides a more detailed at-
tribute classification and has been widely applied in consumer preference analysis studies
(e.g., Oh et al. [52] and Zhao et al. [50]). However, these studies only capture the influence of
a single attribute on consumer satisfaction evaluation decisions. In reality, consumers con-
sider multiple attributes rather than just a single factor when making satisfaction evaluation
decisions. Therefore, we propose a two-stage USDM that uses the KANO model to clas-
sify attributes at each stage of the decision-making process to provide overall satisfaction
evaluation decisions for consumers.

The two-stage USDM accurately describes post-purchase evaluation behavior. In
the first non-compensatory stage, consumers’ initial satisfaction is determined by the
performance of basic attributes. In the compensatory stage, the remaining attributes
collectively influence the final user satisfaction through utility calculation. This study’s
approach of dividing consumer evaluation mechanisms into two stages is similar to Zhang’s
and von Dran’s [26] viewpoint. However, their research only considers the linear impact of
product attributes on consumer satisfaction, lacks a consideration of the nonlinear impact
of attribute preferences on consumer satisfaction, and overlooks the procedural nature of
evaluation decision behavior. The proposed model in this study not only reflects consumer
decision-making processes but also provides a practical tool for predicting user satisfaction.

7.2. Implications

7.2.1. Theoretical Implications

First of all, our work contributes to the fields of user post-purchase evaluation and
satisfaction decisions. There is abundant research on consumer buying behavior, but
little work has been devoted to post-purchase evaluation and user satisfaction decisions.
Taking massive amounts of online reviews as data, this study offers new insights into the
black box of user satisfaction decisions. This study defines two stages of post-purchase
product evaluation: In the first stage, the non-compensatory rule is applied to evaluate
the must-be attributes. If these attributes perform poorly, it will be difficult to achieve
high user satisfaction. In the second stage, other attributes affect the final satisfaction level
through compensatory utility calculation; that is, there is a complementary relationship
between these attributes. This study enriches the relevant research on modeling user
decision-making behavior from a stage-based and procedural perspective.

Second, this study is conducive to extracting and analyzing the sentiment and prefer-
ences from online reviews. Different from other studies, we innovatively combine word2vec
technology with dictionary-based sentiment analysis methods to construct attribute dictio-
naries and sentiment dictionaries. By mining user sentiments towards product attributes
in a fine-grained manner, we provide a new text mining approach for sentiment analysis.
In addition, the classic KANO theory is considered to develop the consumer preference
identification method combined with the utility function (USDM), through which the users’
emphasis on product attributes is measured. This provides a new method for mining
user preferences.

7.2.2. Practical Implications

The conclusions of this study have significant practical implications for online plat-
forms, enterprises, and consumers.

For platform designers, by mining the process and rules of user satisfaction decision-
making, they can better understand users’ preferences, needs, and factors affecting their
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purchase decisions during the shopping process. Platform designers can apply these rules
to personalized recommendation systems and customized services, providing more cus-
tomized product searches, product displays, and review displays based on each user’s
preferences for product attributes. They can also optimize the review-liking and con-
sumer interaction functions of the platform, enabling consumers to more intuitively obtain
comprehensive and authentic product-related evaluation information. This improves the
smoothness and comfort of online shopping while enhancing platform competitiveness
and user retention rates.

For enterprises, this study provides a method for understanding user needs and
preferences in depth. Enterprises can understand user preferences and import product
attributes, accurately locate target users, and develop more targeted personalized marketing
strategies. Similarly, enterprises can identify the product and service attributes most valued
by users and which factors have the greatest impact on user satisfaction. Through precise
optimization and improvement of products and services, enterprises can improve user
satisfaction, increase user purchase intentions and loyalty, increase user repurchase rates
and word-of-mouth publicity, and promote long-term business development.

For consumers, this study provides a universal model to help them better understand
their own needs and preferences, more accurately evaluate product performance and
attributes, and make more satisfying purchase decisions, reducing post-purchase regrets.
This helps consumers reduce impulse purchases, save on shopping time, improve shopping
efficiency, and enhance their shopping experience.

8. Conclusions, Limitation, and Future Research

8.1. Conclusions

In this study, we develop a novel two-stage, nonlinear USDM that utilizes online
product reviews to offer an in-depth analysis of user preferences and potential avenues for
product enhancement.

The study’s foremost contribution is the innovative integration of word2vec tech-
nology with lexicon-based sentiment analysis methods. This fusion enables the precise
extraction of sentiment polarities for distinct product attributes from consumer reviews.
This method surpasses the limitations of prior research that primarily depended on either
lexicon-based methods or word2vec technology in isolation, particularly in emerging do-
mains lacking established lexical resources. By leveraging both pre-defined lexicons and
word2vec models, our study captures new domain-specific vocabularies through contextual
semantic relationships, thus enhancing the accuracy of analyzing user attitudes toward
product attributes.

Furthermore, we introduce utility-based KANO mapping rules to categorize consumer
preferences for product attributes more granularly. Unlike conventional broad preference
categorizations, the KANO model offers a nuanced attribute classification and has been
adopted in numerous consumer preference analysis studies. Our approach recognizes that
consumers evaluate multiple attributes in tandem when forming satisfaction judgments,
as opposed to considering a single factor in isolation. The proposed two-stage USDM
leverages the KANO model’s classification capability to inform each stage of the decision-
making process, culminating in a comprehensive satisfaction evaluation.

The two-stage USDM presents an accurate characterization of consumers’ post-purchase
evaluation behaviors, distinguishing between an initial non-compensatory stage where sat-
isfaction is influenced by basic attributes and a subsequent compensatory stage wherein a
collective assessment of the remaining attributes is factored through utility calculations. Our
methodology further acknowledges the procedural nature of evaluation decision behavior.

In conclusion, our model not only offers a theoretical framework that encapsulates
the consumer decision-making process but also serves as a practical tool for businesses to
forecast and enhance user satisfaction. By applying the insights gained from this research,
enterprises can prioritize product attribute improvements and tailor marketing strategies
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to align with consumer preferences, ultimately fostering an increase in user satisfaction
and loyalty.

8.2. Limitations and Future Research

Although current research provides relevant theoretical and practical foundations for
understanding consumer demands and preferences for product attributes, and accordingly
developing and improving products, this study still has some limitations, which in turn can
be suggestions for future research directions. Firstly, existing research has indicated that
consumers with different characteristic attributes (such as language, country, or personal-
ity) perceive the attributes of services and products differently, leading to differences in
satisfaction ratings [84]. Therefore, future research can explore how to integrate consumers’
individual characteristics to provide more personalized and fine-grained satisfaction deci-
sion modeling. Secondly, this study does not consider the changes in consumer satisfaction
decision-making behaviors over time and other dynamic factors. Therefore, future research
should extend the study of user satisfaction decision models to different time periods and
different product lifecycles, exploring the dynamic changes in user satisfaction with product
attributes and providing more comprehensive, full-cycle user satisfaction prediction and
product improvement recommendations. Finally, in special situational factors such as pro-
motional activities, new product launches, and special holidays, enterprises often achieve
higher sales in a short period of time through marketing strategies like scarcity marketing,
product bundling, and limited-time offers. Consumers may make impulsive purchases
influenced by these marketing strategies, so it is necessary to explore the mechanisms
behind consumers’ decision making for post-purchase satisfaction when they experience
significant emotional fluctuations while shopping in the future.
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