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Abstract: A growing number of organizations have used artificial intelligence (AI) to make decisions
to replace human resource (HR) workers; yet, the fairness perceptions of the people affected by the
decision are still unclear. Given that an organization’s sustainability is significantly influenced by
individuals’ perceptions of fairness, this study takes a resume-screening scenario as an example
to explore the impact of AI replacing humans on applicants’ perceptions of fairness. This study
adopts the method of the online scenario experiment and uses SPSS to analyze the experimental
data: 189 and 214 people, respectively, participated in two online scenarios, with two independent
variables of decision makers (AI and humans), two dependent variables of procedural and distributive
fairness, and two moderating variables of outcome favorability and the expertise of AI. The results
show that the applicants tend to view AI screening resumes as less fair than humans. Furthermore,
moderating effects exist between the outcome favorability and the expertise of AI. This study reveals
the impact of AI substituting for humans in decision-making on fairness. The proposed model can
help organizations use AI to screen resumes more effectively. And future research can explore the
collaboration between humans and AI to make human resource management decisions.

Keywords: screen resumes; decision making; artificial intelligence; fairness; outcome favorability; expertise

1. Introduction

Artificial intelligence (AI) is being rapidly deployed in functional modules and poses
substantial problems and potential for human resource management with the advent of
the digital era [1]. An artificial intelligence efficiency detection and evaluation system for
warehouse management was created by Amazon in 2015. It tracks employee job status and
incorporates it into performance reviews. A Russian online payment company called Xsolla
also removed 150 workers in August 2021 due to inefficiencies and attitude issues based on
an algorithmically determined “digital footprint”. Artificial intelligence applications save
labor costs, increase the efficacy of human resource management, and play a significant
role in the innovative growth and digital transformation of enterprises. It is still unclear,
however, just how people’s perceptions and responses to AI making these choices will
differ from those of conventional human resource managers.

To achieve organizational goals and enhance sustainability, organizations need to
ensure that employees feel they are being treated fairly in the decision-making process.
A recent study indicated that the perceived lack of impartiality in decision making is
the critical reason for employee turnover in the technology sector, which costs the sector
$16 billion yearly [2]. Fairness is a crucial component of both the long-term and steady
growth of organizations, as well as the rights and interests of individuals. First, fairness can
guarantee that every person involved in the decision-making process receives the respect
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and consideration they deserve. Only in this manner can we improve the rationality and
viability of decision making while accurately reflecting the requirements and interests
of all stakeholders [3]. Secondly, fairness helps to improve the acceptability of decision
making [4]. A fair decision-making process increases the likelihood that the parties in-
volved will accept it in the end. This lessens contradictions and internal conflicts while
simultaneously strengthening the team’s cohesiveness and centripetal force, enabling the
team members to work as a unit to accomplish decisions. In addition, fair decision-making
also helps organizations convey positive values and a feeling of social responsibility, which
enhances their brand image and promotes sustainable business growth. Therefore, careful
consideration should be given to the perceived fairness of the individuals affected by the
decisions to assist corporations in making more successful decisions.

The majority of the prior research on the effects of decisions made by AI on people’s
perceptions or behavioral attitudes has been conducted in the marketing industry, where
AI replaces humans in giving consumer advice or recommending products [5,6]. However,
there is a lack of relevant studies in the field of human resource management. The boundary
conditions under which decision-making takes place also received less attention in the
historical research. In addition to the decision-making process, various decision-related
factors can also drive an individual’s psychological perception of a decision [7]. Therefore,
it is crucial that we explore the boundary conditions under which the influence of people’s
perceptions of fairness is strengthened or weakened among the many factors related to
decision making. Furthermore, prior studies have predominantly concentrated on the
influence of the decision-making procedure on individual views, with less emphasis placed
on the significance of decision outcomes [8]. Attitudes and perceptions of decision-making
may be influenced by the outcome of the decision. The “outcome bias” postulates that
people prioritize assessing a decision’s outcome over considering its process because they
are more interested in the decision’s outcome. In other words, the outcome of decisions may
affect the degree to which various decision-makers’ roles influence people’s perceptions
of fairness [9,10]. In addition, earlier research paid little attention to how the decision-
maker’s traits influence people’s psychological perceptions of decision making and the
decision outcomes.

This study examines the decisions made by artificial intelligence (AI) in the field of hu-
man resource management (HRM), breaking down the two dimensions of fairness by using
a particular resume-screening scenario as an example to investigate how applicants’ per-
ceptions of procedural and distributive fairness would change if AI were to replace human
reviewers. Meanwhile, the study considers various decision outcomes and decision-maker
traits collectively. The two online scenario experiments discover that AI resume screening
results in lower perceptions of both types of fairness when compared with humans, and
reveals a positive moderating effect of outcome favorability and the expertise of AI.

2. Literature Review
2.1. Artificial Intelligence in Human Resource Management

The phrase “Artificial Intelligence” was initially used in a Dartmouth College summer
seminar proposal. The seminar described “artificial intelligence” to be “the ability to
make machines behave in the same way that humans behave intelligently” [11]. To put it
simply, artificial intelligence (AI) is a wide, general phrase that refers to the application
of computational techniques to simulate human intelligence. An increasing number of
organizations have implemented algorithms in the workplace in recent years, and some
have even started implementing artificial intelligence (AI) to support human resource
managers in tasks including employee performance management, promotion, interviewing,
and resume screening [1]. One of the key factors influencing the growing use of AI in
managerial and organizational decision making is its ability to quickly and efficiently sort
through vast amounts of information [8]. Additionally, a related meta-analysis discovered
that AI performs 10% more accurately on average than human judgment [12]. All of these
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results point to the use of AI in HRM decision making by enterprises as a significant trend
for the future and show that AI is more efficient at making decisions than humans are.

Companies are currently moving toward Digital Recruitment 3.0, a phase that is cen-
tered on the use of artificial intelligence technology in recruiting and selection processes,
due to the advancement of digital technology in human resource management [13]. Artifi-
cial Intelligence Recruitment is the term for the techniques and tools used by enterprises
to select talent by processing data and making assessments and decisions about hiring
using technologies like machine learning, natural language processing, and emotion recog-
nition [13,14]. According to the definition, intelligent resume screening, online assessments,
and video interviews are the primary recruitment scenarios for artificial intelligence (AI).
Other essential technologies in AI recruitment include natural language processing, deep
learning, speech and emotion detection, etc. Additionally, several academics note that there
are four major components to AI recruitment: outreach, screening, assessment, and co-
ordination [13]. The complete process, from identifying appropriate applicants to making
the hiring choice, is covered in these four sections. In these four components, AI recruitment
functions differently than conventional human recruitment techniques [14]. For example,
AI has the potential to transform the way that job information is typically released. It may
be used to target applicants by mining user data from social media platforms like Facebook
and LinkedIn for natural language processing. AI can also be utilized in virtual reality and
games to conduct applicant interviews and evaluations. Meanwhile, AI recruitment can
help enterprises access top talent as a competitive advantage and save a significant amount
of time when compared to traditional human recruitment. However, prior research has
mostly examined the benefits of AI from the viewpoint of organizations rather than the
perspectives of individuals impacted by the decisions made by AI. This makes a significant
difference in determining whether AI can be implemented in enterprises broadly and
durably. Using resume screening as an example, artificial intelligence (AI) can save over
80% of the time spent on traditional manual techniques. However, prior research has not
addressed whether applicants are willing to have their resumes reviewed by AI, or how
applicants’ psychological evaluations of them have altered. Nevertheless, this study aims
to address these issues.

2.2. Applicants and Fairness Perception

The study of fairness in organizations has been a long-standing and popular topic
in organizational science. Adams proposed that fairness is the equality of the decisions’
outcomes within an organization (e.g., salary distributions, promotions, and performance
reviews), emphasizing the distributions’ outcomes. Furthermore, he emphasized that
fairness is an exchange relationship between the inputs and outputs of two behaviors.
Inputs include both the quality and quantity of work, effort, knowledge, skills, and loyalty,
while outputs include wages, bonuses, promotions, performance reviews, and status. The
ratio of inputs to outputs determines the fairness of distribution. Subsequent research
gradually came to realize that, when distributional outcomes were the focus, individual
concerns about how those outcomes are distributed also affected people’s perceptions of
fairness. As a result, the focus of the research was shifted to the fairness of the decision-
making process, or procedural fairness [15]. Employees in enterprises frequently wonder
how their superiors make decisions, particularly in difficult circumstances. Procedural
fairness is the focus on the impartiality of the processes utilized in the decision-making
process [16].

Applicants’ subsequent attitudes, intentions, and behaviors are significantly and
meaningfully influenced by their responses throughout the selection process. According
to certain research, an applicant’s unfavorable response could set off a chain reaction
of unfavorable events that could include decreased organizational attitudes (like low
organizational attractiveness), unwanted behaviors or behavioral intentions (like referral
and litigation intentions) [17], and even an impact on the applicant’s actual acceptance of a
job offer as opposed to just the expected acceptance [18]. In addition, negative reactions
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can also shorten an applicant’s attention span [19], which might result in poor performance
during the interview. Accordingly, an applicant’s good response sets off a positive chain
reaction that may result in improved attitudes, favorable actions, or behavioral intentions.
Fairness impressions are ranked highest among the many responses (such as motivation,
anxiety, and efficacy) [20]. According to the study, an organization’s attractiveness, an
applicant’s likelihood to accept a job offer, and whether the applicant would promote the
organization to others can all be impacted by procedural and distributive fairness [21].

According to expectation theory, applicants’ expectations reflect their beliefs about the
future [22]. The influence of expectations on applicants’ responses has been examined in
numerous studies [23]. Fairness was proven to be a strong predictor of interview efficacy
and job application motivation, underscoring the significance of fairness for applicants
once more [24]. The fairness heuristic suggests that the heuristic is shaped by early events
(such as the selection process) and is thereafter the basis for an individual’s assessment of
how fair the organization’s actions are [20]. Furthermore, as resume screening is typically
the first interaction an applicant has with an organization, the applicant’s impression of
fairness is heavily influenced by the outcome of this interaction. Combining the results of
the studies mentioned above, it can be concluded that an applicant’s stronger perceptions
of fairness influence subsequent attitudes and behaviors toward the organization. Recent
years have seen an increase in the number of organizations using AI to replace humans
in HRM decision making. However, research on this topic is still in its infancy, with even
less of it concentrating on resume screening scenarios to examine how decisions made by
AI affect applicants’ fairness. Therefore, this study focuses on whether the replacement of
human resume screening by AI affects applicants’ views of fairness and who elicits higher
perceptions of fairness.

2.3. Artificial Intelligence and Fairness Perception

In academia, there has been debate regarding how fair decisions produced by AI
should be seen. While some studies have proven the reverse, others have suggested that AI
decisions are less fair than those made by humans. For instance, it is thought that using
AI to review political contextual content is less fair than using humans [25]. Nonetheless,
warehouse employees believe that using AI to allocate tasks is fairer than using people [26].

This debate can be explained, in part, by the fact that AI performs jobs of varying kinds
and yields diverse results. More specifically, decisions made by AI are seen as more unfair
than human ones when the task calls for uniquely human abilities (such as the ability to
incorporate emotions for subjective evaluation). However, AI-made decisions are thought
to be fairer than human-made ones when the work calls for mechanical skills (such as
processing vast volumes of quantitative data for the upcoming objective assessment) [8].
Furthermore, the difficulty of the task determines how the dispute will turn out. Numerous
studies have demonstrated that when AI is assigned high-complexity tasks (such as those
involving multiple components or stages), the decisions it makes are viewed as less fair
than those made by humans [27]. On the other hand, decisions made by AI are thought
to be fairer than human decisions for certain basic tasks [28]. Everybody will, however,
define the nature and complexity of the assignment differently. As a result, research on
how decisions made by AI affect fairness may be less accurate if it is carried out across a
wide range of tasks rather than on a particular scenario. Therefore, in contrast to the earlier
research, the goal of this study is to more precisely test the influence of AI-made decisions
on fairness and elucidate the relationship between AI and fairness in this task by focusing
the research scenario on the resume-screening task of recruitment in the human resource
management field.

3. Research Method

The research model is designed based on the research gaps in the previous studies.
According to previous research, decisions made by AI may result in a higher or lower
perception of fairness than those made by humans, while obviously different conclusions
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existed among those works of research [25,26]. Most of the existing studies on AI and
fairness talked about fairness in general, without examining the different dimensions of
fairness in more detail [2,8]. As a decision, its impact on people is not only related to the
decision-maker but also related to the factors related to the decision [7]. Therefore, it is
necessary to explore the factors that may interact with decision-makers to influence the
perception of fairness, that is, the boundary conditions that have received less attention
in previous studies. In particular, people may focus more on the outcome of the decisions
than the process [9,10].

Therefore, the research model of this study takes decision-makers (humans and AI)
as independent variables, two fairness perceptions (procedural fairness and distributive
fairness) as dependent variables, and two moderating variables of outcome favorability and
the expertise of AI. For applicants, the results of resume screening are of great importance
to them. This result determines whether they can move on to the application process and
even whether they get the job. As the previous research discussed, moreover, people may
judge decisions that produce positive outcomes more positively [29]. Therefore, this study
considers adding outcome favorability into the model as a moderating variable and guesses
that it could negatively moderate the relationship between decision-makers and fairness.
In addition, people may have different views of AI expertise due to their characteristics
(such as gender, age, education, etc.), which may be a factor that potentially affects the
results. Therefore, this study also discusses the expertise of AI as a moderating variable
and guesses that it could negatively moderate the relationship between decision-makers
and fairness. At present, AI is widely used in human resource management. While human
resource management involves many scenarios, each scenario has different characteristics
and needs. Therefore, this study takes the resume screening scenario as an example to
explore a highly possible impact of humans and AI as resume screeners on the procedural
fairness and distributive fairness of applicants.

Therefore, the research methods are presented as follows: This study intends to test
the hypothesis model by designing two scenario experiments in which participants with
employment experience play the role of applicants. The first experiment manipulates both
the resume screener and the decision outcome; that is, it designs a 2 × 2 intergroup experi-
ment to examine both the main effect and the moderating effect of outcome favorability.
The second experiment manipulates both the resume screener and the expertise of AI to
examine the main effect again and the moderating effect of the expertise of AI. In the
data analysis part, the reliability analysis of the scale should be carried out to ensure the
consistency of participants’ scores. In the result analysis, this study conducted variance
analysis and regression analysis on the experimental data to verify that different resume
screeners would produce different perceptions of fairness and the role of the two moderat-
ing variables. In the discussion, we explained the principles of AI screening resumes and
the reasons why it causes unfairness. The overall research framework is shown in Figure 1.
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4. Research Hypothesis
4.1. The Impact of Decisions Made by Humans or Artificial Intelligence on Applicants’ Perceptions
of Fairness

This study centers on resume-screening scenarios, which require that decision-makers
assess all aspects of a resume comprehensively by integrating the experience and expertise
with emotional intelligence, instead of relying solely on data analysis. Therefore, resume
screening demands high human-only skills, and people would perceive procedural fairness
to be inferior if it were carried out by AI [1]. Concerns have also long been raised about
the “interpretability” and “transparency” of AI. The black-box effect of AI has always
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existed for laymen, who are unable to understand the AI’s decision-making process or
its assessment of whether decisions are fair in terms of distribution or procedure [30].
The fairness heuristic and signal theory state that certain cues and signals issued by the
organization will serve as the basis for people’s assessments of how fair the decision is [1,3].
The criteria that AI follows when evaluating resumes are opaque, in contrast to humans,
and applicants have no means of knowing how or what standards will be applied to their
material. People may believe that the organization has ambiguous policies on the handling
and assessment of information because of this. They will perceive this as a signal that
decisions affecting them are not always made openly and transparently. As a result, they
will use this cue of ambiguous rules to base their assessments of fairness, which, in turn,
lowers their perception of procedural fairness [3].

On the other hand, based on prior experiences, people will assess the fairness of the
current screening exercise’s outcomes. AI is a new experience for individuals as compared
to the traditional method, and it may provide them with a feeling of an experience that
is distinct from the one they had before [1]. In the traditional method, humans process
the data to determine the decision’s outcome, but artificial intelligence (AI) generates the
outcome using an algorithmic rule that the person is not familiar with. This strategy might
violate people’s internal standards of fairness and equity, and it might cause people to
feel that the outcomes are not sufficiently fair. Furthermore, algorithmic reductionism
holds that AI quantifies qualitative traits about individuals and evaluates them in an
isolated context. This is incompatible with human resource work, which necessitates a
thorough examination of human characteristics, and it seriously violates the principle that
just processes should be predicated on accurate information [2]. Based on these points
above, the following hypotheses are proposed:

Hypothesis 1a (H1a): When AI screens resumes instead of humans, people will develop a lower
perception of procedural fairness.

Hypothesis 1b (H1b): When AI screens resumes instead of humans, people will develop a lower
perception of distributive fairness.

4.2. The Moderating Role of Outcome Favorability

Economists claim that, because people are motivated by their interests, they are typi-
cally rather indifferent to the interests of the group. As a result, when asked to respond to a
decision, people tend to give more weight to whether the decision benefits them personally
than to everyone else [31]. This implies that the decision’s outcome is especially signif-
icant and that various outcomes might have different impacts. According to behavioral
decision theory, humans make decisions in a highly complex and uncertain environment
with limited knowledge and computing capacity. They also have limited rationality. As a
result, while making decisions, people typically aim for merely satisfactory outcomes rather
than ideal ones. According to the behavioral decision theory of individuals, when people
make poor decisions, they reconstruct the decision-making process, intensify the situation
in which they are making the decision, and conduct a more thorough decision-analysis
process to find out why they received the results they did [9]. In other words, negative
outcomes make people pay closer attention to the decision-making process, which is when
AI’s potentially more unfair flaws are highlighted and people react more strongly to the
decision’s perceived unfairness [10].

Research indicates that individuals evaluate the decision’s quality according to whether
the decision’s outcome is positive or negative. This can occasionally occur independently
of the decision-making process, and it is known as “outcome bias” when the emphasis
is placed on evaluating the decision’s outcome rather than its process [32]. Individuals’
perceptions of the decision-making process are influenced by outcome bias, which occurs
when individuals concentrate on the decision’s result rather than the process or quality of
the decision [33]. Decisions made by AI also exhibit this bias. To be more precise, people
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will view as fairer the judgment that benefits them, even if the procedure used for both
decisions is the same. This bias is exacerbated in situations when there is insufficient infor-
mation to assess the decision’s quality [29]. It follows that, when decisions have positive
outcomes, they are seen as fairer and have a variety of other good benefits. Furthermore,
Formosa indicates that individuals feel more courteous and respected when decisions
have a positive consequence, which raises the sense of fairness [34]. According to a study
conducted in a judicial setting, plaintiffs who obtain a positive result (e.g., a judge granting
their request) perceive court officials as fairer in their decisions and develop more positive
emotions toward them [35,36]. Additionally, it has been discovered that, when people see
AI making judgments that benefit them, they see AI as being fairer. This perception of
fairness even offsets the negative effects of learning that AI is highly prejudiced against a
particular group of people [7]. Based on this, this study proposes the following hypotheses:

Hypothesis 2a (H2a): Outcome favorability negatively moderated the relationship between resume
screeners and procedural fairness. That is, the relationship between resume screeners on procedural
fairness was diminished in the positive outcome and strengthened in the negative.

Hypothesis 2b (H2b): Outcome favorability negatively moderated the relationship between resume
screeners and distributive fairness. That is, the relationship between resume screeners on distributive
fairness was diminished in the positive outcome and strengthened in the negative.

4.3. The Moderating Role of Expertise in Artificial Intelligence

In the previous studies, less attention has been paid to the possibility that people’s
perceptions of the expertise of AI vary depending on their traits or nature (e.g., knowledge,
age, or personality), which could have an impact on how fair people feel the technology is.
An interesting study discovered that, when the technology is labeled as “expert”, people’s
approval of the information it generates increases, and their views of it are impacted,
leading to a certain unconscious reaction [37]. According to the same research, humans
frequently take information from authoritative sources at face value and quickly accept tex-
tual cues of competence, which leads to the unconscious acceptance of machine-generated
content tagged as “expert” [38]. A replicated experiment using smartphones and apps
yielded similar findings, that mobile advertisements from both specialized hardware and
software agents lead to higher purchase intentions [39]. People trust specialized machines
more, regardless of their actual performance, just as they trust specialists in particular fields
more than generalists with a wide range of knowledge and experience.

Although this inference has not yet been applied to AI, this study predicts that people
will judge specialist AI more favorably than general AI, based on previous findings. In
other words, by demonstrating the expertise of AI, people will regard AI more favorably,
reducing the competence gap between humans and AI and reducing the negative impact
of AI decisions on the sense of fairness. Therefore, this study argues that the expertise
of AI is a very important boundary condition that determines whether the effects of
various screeners on fairness are greater or lesser. On this basis, this study proposes the
following hypotheses:

Hypothesis 3a (H3a): The expertise of AI positively moderated the relationship between resume
screeners and procedural fairness. That is, the relationship between resume screeners on procedural
fairness was diminished with the high expertise of AI and strengthened in the low.

Hypothesis 3b (H3b): The expertise of AI positively moderated the relationship between resume
screeners and distributive fairness. That is, the relationship between resume screeners on distributive
fairness was diminished with the high expertise of AI and strengthened in the low.

Figure 2 shows the research model of this study.
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5. Study 1: Artificial Intelligence, Fairness, and Outcome Favorability
5.1. Sample

An online scenario experiment was utilized in this study to evaluate the hypotheses.
Study 1 examines the main impact of various screeners on individual perceptions of
fairness as well as the first moderating variable, namely, whether the moderating influence
of outcome favorability is significant. People with work experience were the study’s
intended participants, and they were found online. The sample size for this experiment
was determined using G*Power 3.1 before data collection. A medium effect size (0.25), a
significance level of 0.05, and a 90% statistical validity were set. The resulting minimum
sample size was 171. After eliminating the attention-checking items from the sample, we
were left with 189 experimental data points out of the 220 eligible subjects we initially
recruited. The participants’ demographic details are shown in Table 1. With 49.2% of
participants being female and 50.8% of participants being male, the gender distribution
was fairly balanced. The age group of 18–30 comprised 70.4% of the participants, with
18–40 coming in second (18.0%), and 55.6% of the participants earned a Bachelor’s degree
after graduation.

Table 1. Descriptive characteristics (Study 1).

Demographic
Characteristics Descriptive Frequency

(n = 189) Percentage (%)

Gender
Male 96 50.8

Female 93 49.2

Age

18–30 133 70.4
31–40 34 18.0
41–50 15 7.9
51–60 7 3.7

Highest Education Level

High school or less 34 18.0
Some college 45 23.8

College 105 55.6
Graduate school 5 2.6

5.2. Procedure and Stimuli

Before the study, each participant completed an informed consent form and received
information on the main goals, procedures, and requirements. They were then asked to
complete two attention tests, one on whether they had ever applied for a job, and the other
on confirming that they had participated in the study seriously and answered truthfully.
It was necessary to pass both questions to move on to the main study. Based on earlier
research, the experimental materials for this study were created for a corporate recruitment
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setting [1]. Three sections made up the scenario material, which had a unified theme:
background information, resume screener, and job application outcomes. The background
information set a story of an online recruitment scenario in which participants acted as
applicants who were told they needed to apply for a job. The resume screeners include
artificial intelligence and humans. The outcome favorability was manipulated to pass and
reject. Four recruitment scenario tales were created by combining the resume screener
and outcome favorability, and participants were assigned at random to one of the four
scenarios. Following their reading of the scenario, participants were required to respond
to questions concerning distributive fairness, procedural fairness, and manipulation tests.
Finally, participants answered questions about their demographic characteristics.

5.3. Measures

On a 1–5 scale (strongly disagree to strongly agree), participants indicated their agree-
ment with three statements (Cronbach’s α = 0.877) adapted from Bauer et al. to measure
procedural fairness [40]. Moreover, participants were asked to indicate their agreement or
disagreement with three statements (Cronbach’s α = 0.798) adapted from Schinkel et al. on
a 1–5 scale (strongly disagree to strongly agree) to measure distributive fairness [41]. The
specific measurement items for each variable are listed in Table 2.

Table 2. Measurement items.

Constructs Items

Procedural Fairness

I think applicants have full information about the form of the
company’s screening.
I believe all applicants’ resumes are screened in the same way.
How the company’s screening process determines which
applicants can move to subsequent interviews is fair.

Distributive Fairness

Each applicant is fairly determined whether he or she will
get an interview.
I think the result of this resume screening is fair.
All applicants are treated equally in the company’s
screening institution.

5.4. Results
5.4.1. Mean Difference between Resume Screeners on Applicants’ Perceptions of Fairness

This study was analyzed by ANOVA using SPSS 25.0 to demonstrate that there are dif-
ferences in the procedural fairness perception and distributive fairness perception depend-
ing on different resume screeners (see Figure 3). The results showed that there was a signif-
icant mean difference in the procedural fairness perception (Mhuman = 3.92 > MAI = 2.63;
p < 0.001) and distributive fairness perception (Mhuman = 3.64 > MAI = 2.49; p < 0.001). This
result shows that both fairness perceptions of resumes by humans are significantly higher
than those by AI. Therefore, H1a and H1b are supported.

5.4.2. The Interaction Effect of Resume Screeners and Outcome Favorability

This study utilized both ANOVA and regression analysis in SPSS 25.0 to test for
interaction effects. With the inclusion of control variables, the perception of procedural
fairness and distributive fairness significantly differed between the two in terms of outcome
favorability. Compared to the rejection condition, participants report higher perceptions
of procedural fairness (Mpass = 3.89 > Mreject = 2.62, p < 0.05) and distributive fairness
(Mpass = 3.71 > Mreject = 2.37, p < 0.01) in the acceptance condition.

In addition, by regressing different resume screeners, outcome favorability, and the
interaction term between the two, with perceptions of procedural fairness and distributive
fairness as dependent variables, it was found that the relationship between resume screeners
and perceptions of procedural fairness and distributive fairness was moderated by outcome
favorability. To further elucidate this moderating effect, two figures (Figures 4 and 5) were
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plotted, depicting the influential relationship among the variables and outcome favorability.
Figures 4 and 5 show a significant interaction between resume screeners and outcome
favorability. The effects on the two perceptions of fairness were stronger when the outcome
favorability was a rejection compared to the pass condition. Therefore, H2a and H2b
are supported.

Sustainability 2024, 16, 3840 11 of 19 
 

 
Figure 3. Mean difference between resume screeners on applicants’ perceptions of fairness (Study 
1). 

5.4.2. The Interaction Effect of Resume Screeners and Outcome Favorability 
This study utilized both ANOVA and regression analysis in SPSS 25.0 to test for in-

teraction effects. With the inclusion of control variables, the perception of procedural 
fairness and distributive fairness significantly differed between the two in terms of out-
come favorability. Compared to the rejection condition, participants report higher per-
ceptions of procedural fairness (Mpass = 3.89 > Mreject = 2.62, p < 0.05) and distributive fair-
ness (Mpass = 3.71 > Mreject = 2.37, p < 0.01) in the acceptance condition. 

In addition, by regressing different resume screeners, outcome favorability, and the 
interaction term between the two, with perceptions of procedural fairness and distribu-
tive fairness as dependent variables, it was found that the relationship between resume 
screeners and perceptions of procedural fairness and distributive fairness was moderated by 
outcome favorability. To further elucidate this moderating effect, two figures (Figures 4 and 
5) were plo ed, depicting the influential relationship among the variables and outcome 
favorability. Figures 4 and 5 show a significant interaction between resume screeners 
and outcome favorability. The effects on the two perceptions of fairness were stronger 
when the outcome favorability was a rejection compared to the pass condition. There-
fore, H2a and H2b are supported. 

 
Figure 4. Moderating effects of outcome favorability between resume screeners and procedural 
fairness. 

2

2.5

3

3.5

4

Procedural Fairness Distributive Fairness

Huamn

AI

2

2.5

3

3.5

4

4.5

5

AI Human

Pr
oc

ed
ur

al
 F

ai
rn

es
s

Reject

Pass

Figure 3. Mean difference between resume screeners on applicants’ perceptions of fairness (Study 1).

Sustainability 2024, 16, 3840 11 of 19 
 

 
Figure 3. Mean difference between resume screeners on applicants’ perceptions of fairness (Study 
1). 

5.4.2. The Interaction Effect of Resume Screeners and Outcome Favorability 
This study utilized both ANOVA and regression analysis in SPSS 25.0 to test for in-

teraction effects. With the inclusion of control variables, the perception of procedural 
fairness and distributive fairness significantly differed between the two in terms of out-
come favorability. Compared to the rejection condition, participants report higher per-
ceptions of procedural fairness (Mpass = 3.89 > Mreject = 2.62, p < 0.05) and distributive fair-
ness (Mpass = 3.71 > Mreject = 2.37, p < 0.01) in the acceptance condition. 

In addition, by regressing different resume screeners, outcome favorability, and the 
interaction term between the two, with perceptions of procedural fairness and distribu-
tive fairness as dependent variables, it was found that the relationship between resume 
screeners and perceptions of procedural fairness and distributive fairness was moderated by 
outcome favorability. To further elucidate this moderating effect, two figures (Figures 4 and 
5) were plo ed, depicting the influential relationship among the variables and outcome 
favorability. Figures 4 and 5 show a significant interaction between resume screeners 
and outcome favorability. The effects on the two perceptions of fairness were stronger 
when the outcome favorability was a rejection compared to the pass condition. There-
fore, H2a and H2b are supported. 

 
Figure 4. Moderating effects of outcome favorability between resume screeners and procedural 
fairness. 

2

2.5

3

3.5

4

Procedural Fairness Distributive Fairness

Huamn

AI

2

2.5

3

3.5

4

4.5

5

AI Human

Pr
oc

ed
ur

al
 F

ai
rn

es
s

Reject

Pass

Figure 4. Moderating effects of outcome favorability between resume screeners and procedural fairness.

Sustainability 2024, 16, 3840 12 of 19 
 

 
Figure 5. Moderating effects of outcome favorability between resume screeners and distributive 
fairness. 

6. Study 2: Artificial Intelligence, Fairness, and Expertise of Artificial Intelligence 
6.1. Sample 

An online scenario experiment is used in this study to explore the hypotheses. In 
Study 2, the main effect of various resume screeners on applicants’ views of fairness is 
once again tested, along with the second moderating variable, namely, whether the 
moderating effect of the expertise of AI is substantial. The target participants for Study 2 
were also people with work experience and were recruited via the Internet. A total of 240 
eligible participants were initially recruited, and 215 pieces of experimental data were 
kept after a ention-checking items were removed. The participants’ demographic details 
are shown in Table 3. There was a reasonable gender distribution among the participants, 
with 56.5% of the participants were male and 43.5% were female. The ages of 18 to 30 
made up the largest percentage of participants (68.2%), followed by the ages of 31 to 40 
(20.6%), and 65.9% of the participants earned a Bachelor’s degree upon graduation.  

Table 3. Descriptive characteristics (Study 2). 

Demographic 
Characteristics Descriptive 

Frequency 
(n = 214) Percentage (%) 

Gender Male 121 56.5 
Female 93 43.5 

Age 

18–30 146 68.2 
31–40 44 20.6 
41–50 19 87.9 
51–60 5 2.3 

Highest Education Level 

High school or less 12 5.6 
Some college 16 7.5 

College 141 65.9 
Graduate school 45 21.0 

6.2. Procedure and Stimuli 
Similar to Study 1, each participant first completed an informed permission form 

after learning about the study’s fundamental goals, procedures, and requirements. They 
were then asked to complete two a ention tests, one on whether they had ever applied 
for a job, and the other on confirming that they had participated in the study seriously 
and answered truthfully. Passing both questions was required before proceeding to the 
main study. The scenario materials for this study were the same as in Study 1 [1]. The 
resume screeners include artificial intelligence and humans. The expertise of AI was ma-

1.8

2.3

2.8

3.3

3.8

4.3

4.8

AI Human

D
is

tri
bu

tiv
e 

Fa
irn

es
s

Reject

Pass

Figure 5. Moderating effects of outcome favorability between resume screeners and distributive fairness.



Sustainability 2024, 16, 3840 12 of 18

6. Study 2: Artificial Intelligence, Fairness, and Expertise of Artificial Intelligence
6.1. Sample

An online scenario experiment is used in this study to explore the hypotheses. In
Study 2, the main effect of various resume screeners on applicants’ views of fairness is once
again tested, along with the second moderating variable, namely, whether the moderating
effect of the expertise of AI is substantial. The target participants for Study 2 were also
people with work experience and were recruited via the Internet. A total of 240 eligible
participants were initially recruited, and 215 pieces of experimental data were kept after
attention-checking items were removed. The participants’ demographic details are shown
in Table 3. There was a reasonable gender distribution among the participants, with 56.5%
of the participants were male and 43.5% were female. The ages of 18 to 30 made up the
largest percentage of participants (68.2%), followed by the ages of 31 to 40 (20.6%), and
65.9% of the participants earned a Bachelor’s degree upon graduation.

Table 3. Descriptive characteristics (Study 2).

Demographic
Characteristics Descriptive Frequency

(n = 214) Percentage (%)

Gender
Male 121 56.5

Female 93 43.5

Age

18–30 146 68.2
31–40 44 20.6
41–50 19 87.9
51–60 5 2.3

Highest Education Level

High school or less 12 5.6
Some college 16 7.5

College 141 65.9
Graduate school 45 21.0

6.2. Procedure and Stimuli

Similar to Study 1, each participant first completed an informed permission form
after learning about the study’s fundamental goals, procedures, and requirements. They
were then asked to complete two attention tests, one on whether they had ever applied
for a job, and the other on confirming that they had participated in the study seriously
and answered truthfully. Passing both questions was required before proceeding to the
main study. The scenario materials for this study were the same as in Study 1 [1]. The
resume screeners include artificial intelligence and humans. The expertise of AI was
manipulated to specialist and general [42]. Participants were randomly allocated to one of
four recruitment scenario stories created by combining resume screeners and the expertise
of AI. After reading the scenario material, participants were asked to answer manipulation
tests and questions about procedural fairness and distributive fairness. Finally, participants
answered questions about their demographic characteristics.

6.3. Measures

All items in Study 2 were the same as in Study 1 (Table 1). All measurement items
were assessed on a five-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly
agree). The Cronbach’s α values for the perceptions of procedural fairness and distributive
fairness were 0.797 and 0.796, respectively, confirming high reliability.

6.4. Results
6.4.1. Mean Difference between Resume Screeners on Applicants’ Perceptions of Fairness

This study was analyzed by ANOVA using SPSS 25.0 to demonstrate that there are dif-
ferences in the procedural fairness perception and distributive fairness perception depend-
ing on different resume screeners (see Figure 6). The results showed that there was a signif-
icant mean difference in the procedural fairness perception (Mhuman = 3.39 > MAI = 2.80;
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p < 0.001) and distributive fairness perception (Mhuman = 3.53 > MAI = 2.77; p < 0.001). This
result shows that both fairness perceptions of resumes by humans are significantly higher
than those by AI. Therefore, H1a and H1b are supported.
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6.4.2. The Interaction Effect of Resume Screeners and Expertise of Artificial Intelligence

This study utilized both ANOVA and regression analysis in SPSS 25.0 to test for
interaction effects. With the inclusion of control variables, the perception of procedu-
ral fairness and distributive fairness significantly differed between the different exper-
tise of AI. Compared to the general AI, participants report a higher perception of pro-
cedural fairness (Mspecialist = 3.86 > Mgeneral = 2.37, p < 0.001) and distributive fairness
(Mspecialist = 3.86 > Mgeneral = 2.49, p < 0.001) in the specialist AI condition.

In addition, by regressing different resume screeners, the expertise of AI, and the
interaction term between the two, with perceptions of procedural fairness and distributive
fairness as dependent variables, it was found that the relationship between decision-makers
and perceptions of procedural fairness and distributive fairness was moderated by the
expertise of AI. To further elucidate this moderating effect, two figures (Figures 7 and 8)
were plotted, depicting the influential relationship between the variables and the expertise
of AI. Figures 7 and 8 show a significant interaction between resume screeners and the
expertise of AI. The effects on the two perceptions of fairness were stronger when the
expertise of AI was generally compared to the specialist condition. Therefore, H3a and H3b
are supported.
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7. General Discussion

Different from the general fairness mentioned in previous studies, this study divides
fairness into two dimensions. This study compares the impact of humans and AI as
screeners in a resume-screening scenario and concludes that AI screening resumes will
lead to the lower procedural and distributive fairness perception of applicants. AI is
primarily based on natural language processing (NLP) and traditional machine-learning
(ML) techniques to screen resumes [43]. With NLP, AI can understand the semantics in the
text to read and parse the text content of the resume. Through using more traditional ML
techniques, the screening model is trained based on a large number of historical sample
resumes, and then formulates the correlations between the screening results and samples’
features. Finally, AI outputs the screening results and recommended resumes. However,
AI is not completely unbiased in this process. For example, the screening results of an ML-
based model depends on which dataset and samples’ features are chosen for training, while
it is hard to always ensure the selection of historical dataset and features are comprehensive
and appropriate. Furthermore, the more complex the AI model is, the more likely it to be a
“black box” model. If the applicant is unclear about how ML arrives at its decision results,
the credibility of the decision model could reduce, which, in turn, raises the applicant’s
perception of unfairness.

Recently, the explainability of AI has gradually become a hot topic. Advanced Ex-
plainable Artificial Intelligence (XAI) techniques such as SHAP (SHapley Additive ex-
Planation) are increasingly used. SHAP can be adopted through global and local expla-
nations to reveal how ML models use features to obtain evaluation or prediction results,
opening the “black box” to a certain extent [44]. For example, in resume screening, in-
terpretable machine-learning models can be used to know how each applicant’s features
affect the AI’s screening results. However, the current XAI still cannot completely solve
the “black box” problem, so the bias brought by AI decision making cannot be completely
eliminated. In summary, at this stage, AI replacing human beings in screening resumes will
trigger applicants’ perception of unfairness.

7.1. Theoretical Contributions

First, this study broadens the literature on fairness and adds to the understanding
of the relationship between AI and fairness, specifically distributive fairness. This helps
individuals perceive fairness in organizations. Most previous studies on the impact of
decisions made by AI on fairness have only discussed it broadly [2,8]. This study focuses on
the resume-screening scenario of human resource management work in an organization and
explores the impact of AI screening resumes instead of human resource workers from the
applicant’s point of view, which confirms that AI reduces individuals’ fairness. The results
of this study retain a coherent perspective with several earlier studies [1,28], extending the
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theoretical research on procedural fairness. Furthermore, this study further defines the
relationship between AI and procedural fairness, for which the answers were previously
ambiguous [6].

Meanwhile, by examining the reactions of individuals impacted by AI-made decisions,
this study contributes to our understanding of AI psychology. In a future where artificial
intelligence is applied extensively, we need to comprehend how technology affects people’s
views to expand its use. It is crucial to view AI from the standpoint of individual psychology,
even though the earlier research focused on discussing the relationship between AI and
organizational performance or whether people accept or reject the recommendations offered
by the technology [5,45]. In particular, applicants may experience negative psychological
effects from AI resume screening at this point. This is due to a belief that AI overlooks
human traits, which are precisely what resume screening requires, and instead associates
AI with algorithmic reductionism.

7.2. Managerial Implications

Some new insights into organizational management are provided by this study. Firstly,
the substitution of AI for human resource employees in the resume-screening process could
potentially reduce applicants’ perception of fairness. Therefore, managers in organizations
should exercise caution when deciding whether to use AI in place of humans for decision
making. While the utilization of AI may increase efficiency and save costs, it may also
have unfavorable effects on individual fairness and decrease the likelihood that applicants
will choose the organization, affecting the talent intake and, thus, the organization’s sus-
tainability. At the same time, to reduce the negative impacts of algorithmic reductionism
on applicants’ perceptions of fairness, managers who choose to implement AI should
also make available the information used by the AI to screen resumes and the screening
procedure itself.

Second, while employing AI for resume screening, managers in enterprises can ap-
propriately prevent the unfavorable impacts of negative outcomes. While circumstances
permit, they can also make every effort to avoid informing applicants of the negative
outcomes. If a negative outcome occurs, managers need to soothe the applicant’s feelings to
mitigate the adverse effects of negative outcomes. Furthermore, applicants’ perceptions of
fairness may be enhanced by the high expertise of AI. Thus, if funding permits, managers
in organizations should introduce or develop specialized AI as much as feasible, or instruct
the AI to increase its expertise after introduction. Additionally, managers need to notify
applicants of the high expertise of AI so that they are aware that the specialist AI making
judgments and to encourage applicants’ notions of fairness.

7.3. Limitations and Future Research

This study still has some limitations. First, this study focuses on resume-screening
scenarios and does not explore other human resource management scenarios to generalize
the results of this study. Therefore, future research could explore more scenarios in the field
of human resource management to validate the findings of this study. Specifically, while
human resource management encompasses many different scenarios, there are some com-
monalities among them. For example, whether it is recruitment, training, or performance
evaluation, it is necessary to collect, analyze, and use personnel information. Therefore,
it is important to refine the model and method of this study, identify the characteristics
and needs of different human resource management scenarios, carry out cross-scenario
application research, and, finally, extend the research results to a wider range of scenarios.
Taking the performance evaluation scenario as an example, the model in this study includes
two evaluators, human and AI. Different evaluation results and the expertise of AI used in
the evaluation process may interact with the evaluator to affect employee’s perception of
fairness. Based on the above content, relevant scenario experiments are designed to verify
the conclusions drawn in this study, which will be able to popularize the model.
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Second, this study examined the moderating effects of outcome favorability and the
expertise of AI separately, but the effects of the integration of the two variables were not
explored. Therefore, to improve the integrity of the study and the generalization of the
results, future research could also increase an experiment including all the variables in
the model. Third, future decisions may move toward human–AI collaboration for human
resource management, something this study does not delve into. Humans collaborating
with AI to make HR decisions will not only take advantage of AI’s information-processing
capabilities, but will also be able to take care of details that might have previously been
overlooked under human supervision, potentially leading to more balanced, fair, and con-
textually aware decision-making outcomes. Therefore, future studies can compare human
decision-making, AI decision-making, and human–AI collaborative decision-making to
expand the research model in this study.

8. Conclusions

As artificial intelligence (AI) keeps developing quickly and significantly increases
the effectiveness of information processing, numerous companies have started to use
AI in their HRM processes. Since how employees respond to the decisions made by AI
remains unclear, this study investigates the impact of various resume screeners (humans
and AI) on applicants’ perceptions of procedural and distributive fairness based on the
scenario of resume screening. This study also incorporates an exploration of outcome
favorability and the expertise of AI through two scenario experiments. In Study 1, the
moderating role of outcome favorability is tested together with the main effect of the
influence of various resume screeners on applicants’ two perceptions of fairness. Study
2 tests the moderating effects of the expertise of AI and confirms the main effect once
more. According to the findings, applicants’ perceptions of procedural and distributive
fairness are lower when using AI resume screening as opposed to traditional human
resource methods, which supports Hypotheses 1a and 1b. Simultaneously, this affective
association supports Hypotheses 2a and 2b because it is stronger in the case of a negative
decision outcome (reject) and mitigated in the case of a positive decision outcome (pass).
Furthermore, when the expertise of AI is high, the relationship between resume screeners
on procedural and distributive fairness is diminished, supporting Hypotheses 3a and 3b.

The study focuses on situations where AI is used in human resource management tasks.
The case of resume screening shows how decisions made by AI affect applicants’ procedural
and distributive fairness. Second, while previous studies mainly focused on examining
fairness in a general sense, this study divides fairness into two dimensions (procedural
fairness and distributive fairness) and discovers that the replacement of humans with AI in
resume screening had negative effects on both fairness judgments. Furthermore, this study
demonstrates a relatively complete model by combining the identity of the decision-maker,
decision outcomes, and the features of the decision-makers. In conclusion, this study
provides a deeper understanding of the meaning of fairness, as well as clarifying earlier
contentious studies on AI and fairness, and emphasizing that decision outcomes should
not be disregarded when concentrating on the fairness of the process. In addition, this
study provides ideas for the variable selection and experimental design for subsequent
research related to decisions made by AI.
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