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Abstract

:

The trend of using conventional devices like mobile phones, tablets, and the other devices is gaining traction in improving customer service practices. This coincides with the growing popularity of building information modeling (BIM), which has led to increased exploration of various 3D object capture methods. Additionally, the technological boom has resulted in a surge of applications working with different 3D model formats including mesh models, point cloud, and TIN models. Among these, the usage of mesh models is experiencing particularly rapid growth. The main objective advantages of mesh models are their efficiency, scalability, flexibility, sense of detail, user-friendliness, and compatibility. The idea of this paper is to use a conventional device, specifically an iPad Pro equipped with light detection and ranging (LiDAR) technology, for creating mesh models. The different data capture methods employed by various applications will be compared to evaluate the final models´ precision. The accuracy of the 3D models generated by each application will be assessed by comparing the spatial coordinates of identical points distributed irregularly across the entire surface of the chosen object. Various available currently most-used applications were utilized in the process of data collection. In general, 3D representations of the object/area, etc., may be visualized, analyzed, and further processed in more formats such as TIN models, point cloud, or mesh models. Mesh models provide a visualization of the object mirroring the solid design of the real object, thus approximating reality in the closest way. This fact, along with automatized postprocessing after data acquisition, the ability to capture and visualize both convex and concave objects, and the possibility to use this type of 3D visualization for 3D printing, contribute to the decision to test and analyze mesh models. Consequently, the mesh models were created via the automatic post-processing, i.e., without external intervention. This fact leads to the problems of random coordinate systems being automatically pre-defined by every application. This research must deal with the resulting obstacles in order to provide a valid and credible comparative analysis. Various criteria may be applied to the mesh models’ comparisons, including objective qualitative and quantitative parameters and also the subjective ones. The idea of this research is not to analyze the data acquisition process in detail, but instead to assess the possibilities of the applications for the basic users.
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1. Introduction


The current pace of construction places demands on the time, method, and cost of measuring objects without sacrificing objective accuracy. Some modern technologies open new avenues and possibilities for appropriate methods of data collection and post-processing while maintaining the above conditions. This is the case, for example, of ground-based photogrammetry technology, which can be performed using the right application and a commonly used camera built into a personal mobile phone. This possibility is taken up a level by the presence of devices with built-in LiDAR technology (e.g., iPad Pro, iPhone Pro). In the case of achieving the required accuracy classes, the need to measure using standard surveying instruments could be eliminated. It would also be possible to reduce the time of processing the measured data and creating the resulting model for further purposes. The results could be further analyzed, used, and, if necessary, become part of, e.g., BIM or the basis for the creation of a digital twin of the object.



LiDAR is a remote sensing technology that uses laser light to measure distances and create highly detailed 3D maps of the environment [1,2,3]. It has found its application in many practical and scientific fields, whether in the construction industry, in environmental studies and geohazard solutions, or in interdisciplinary issues such as the occurrence of drinking water [4,5,6,7].



The different approaches to data collection using LiDAR technology allow us to achieve resulting accuracies at different levels depending on many factors such as the LiDAR type, distance from the object of measurement, atmospheric conditions, integrated GNSS/IMU system, the instrument and carrier used and the associated constraints, physical influences (carrier velocity), etc. LiDAR boasts an impressive accuracy, reaching up to 2–3 cm for horizontal coordinates (X, Y) and 3–5 cm for height (Z) when combined with GNSS data for georeferencing and IMU data for orientation [8]. It is important to note that such high-accuracy measurements are typically associated with large-scale surveys like topographic mapping [9].



In 2020, Apple introduced a LiDAR scanner built into its mobile devices. Debuting in the iPad Pro and later included in the iPhone 12 Pro series, the scanner is positioned near the camera lenses. It houses a sensor that emits laser pulses towards the environment. When these pulses bounce off objects and return to a receiver, the device can accurately calculate distances. Initially, the focus was on enhancing photography, particularly for better autofocus and low-light performance. Apple’s LiDAR surpassed its competitors’ time-of-flight (ToF) sensors in terms of sophistication.



While initially aimed at improving photos, LiDAR’s applications have expanded. It can create highly accurate 3D models, though its accuracy can be influenced by the size, shape, and other factors of the object being scanned. Studies have shown that LiDAR sensors excel at creating high-resolution models of small objects with side lengths exceeding 10 cm, achieving an impressive accuracy of ±1 cm [10,11,12,13].



This paper investigates the feasibility of using terrestrial LiDAR technology for creating 3D models of the small- to medium-scale convex objects that are commonly encountered in civil engineering practices. These objects could include prefabricated building components, pipe segments, and other regular or semi-regular shapes. The implementation of LiDAR technology into daily devices [14] (iPADs etc.) requires the overall minimization of measuring components and computational components. It is therefore necessary to test the accuracy, precision, application, and suitability of implemented LiDAR technology. This research will employ automatically generated mesh models. These models, generated by widely used applications like Scaniverse, 3DScennerApp, or Polycam, will be evaluated to assess their suitability for civil engineering applications.



Problem Overview


Numerous research endeavors have undertaken the exploration and analysis of employing the operational LiDAR system within conventional instruments across various domains. Previous research has explored LiDAR technology applications in non-invasive remote sensing across diverse environments (forestry, urban areas, etc.) for various target groups [15,16,17]. There have been notable advancements in laser scanning techniques, expanding from original terrestrial or aerial setups (including UAVs and satellites) to dynamic terrestrial perspectives. Mobile laser scanning from an automotive carrier has found tremendous application in the mapping processes. Notably, a comprehensive review provided in reference [15] encompasses research on mobile laser scanning, focusing on applications in urban environments [18,19,20,21], urban monitoring [22,23,24,25], and city modeling for digital twin creation [26,27]. Previous studies have addressed challenges and tasks related to data analysis techniques such as classification, filtration, and fusion, yielding insights and hypotheses [15]. The applications included parameter measurements (heights, volumes, areas) at varying precisions and object measurements for potential usage, e.g., in integrating green and digital construction industries. The previous authors mainly tried to bridge the gap between traditional conventional methods of data capturing and methods with the potential to be widely used in the future.



The widespread utilization of spatial data derived from laser scanning has quickly transitioned its usage from scientific and professional domains to everyday life, integrating into conventional devices like mobile phones and tablets. This accessibility motivates users to explore various applications designed for 3D modeling, thereby enabling them to create their own 3D models. These emerging opportunities have captured the attention of numerous researchers, with papers addressing different tasks and challenges across diverse fields.



A considerable body of published articles focuses on analyzing the integration of LiDAR technology into iPads, particularly concerning forestry-related issues [28,29,30,31,32,33]. In reference [29], the authors focused on the determination of the tree diameter parameters and compared the cross-sections resulting from the individual point clouds as outputs from selected applications: 3D Scanner App, Polycam, and SiteScape (3D Scanner App-LAAN LABS—New York, NY, USA; Polycam-Polycam Inc.—New York, NY, USA; SiteScape-FARO—Lake Mary, FL, USA). The best results were provided by the application of 3D Scanner App (RMSE = 0.036 m). Another approach for the trunk flare diameter estimation was proposed in reference [30], where the authors compared the point clouds from an iPad Pro and the terrestrial laser scanner FARO. The final statements confirmed similar results (RMSE for iPad Pro = 0.087 m and for FARO = 0.070 m). Similar research was performed in references [32,33]. The credible overview concerning the data acquisition methods including the iPad device for scientific forest management is presented in reference [31].



The task to analyze and assess the implemented LiDAR technology using an iPad Pro has been introduced into industrial [34] or urban environments [35], into the civil engineering regarding cultural heritage [36,37,38], and also into less common fields such as medical issues [39] and sports [40]. In reference [34], the authors compared the iPad LiDAR to an industrial 3D scanning system. Lego bricks of different shapes and colors were the measured objects, and the conclusion was that the LiDAR technology proved to be impractical for scanning small objects and that no results could be obtained to determine the accuracy. Three different mobile devices with LiDAR scanning solutions were used in reference [35]. The usage of LiDAR in IOS systems for the architectural and heritage purposes is presented in reference [36]. According to the paper, the Apple LiDAR sensor can be used for the creation of 3D models for applications and metric documentation of architectural and cultural heritage that are not particularly complex in form and texture.



The novelty of this paper lies in its focus on testing various popular applications available on the App Store which boast high ratings and offer the option of exporting data without fees. Previous researchers have primarily presented findings related to the analysis of 3D point clouds from multiple perspectives (industry, environment, urban areas, etc.). This paper introduces a fresh perspective on mesh models and their potential applications and analysis, extending beyond casual use. As the creation of 3D model representations gains traction, one of this paper’s challenges is to evaluate the usage and accuracy of mesh models through diverse approaches. This challenge stems from the increasing popularity of 3D printing, utilized not only in civil engineering but also for personal endeavors. Analyzing and comparing various applications that are capable of creating 3D models at a 1:1 scale using implemented LiDAR technology is crucial. Such assessments can serve as a foundation for users interested in 3D printing existing components without designing them from scratch, leveraging the LiDAR technology in their devices to obtain ready-to-print mesh models while considering accuracy and other relevant factors.





2. Materials and Methods


These tests aimed to verify the potential of LiDAR technology, in combination with various applications for creating 3D models of small, regular, and slightly complex convex objects under realistic conditions. In the simulation, common measurement conditions should be achieved (so as not to idealize these conditions, such as weathering and others). A partial objective was also to compare the 3D object model created using LiDAR technology with a 3D model created using graphical sectional photogrammetry.



To evaluate the effectiveness of different applications in creating 3D models, two comparison approaches, subjective and technical, are employed. These can be, for example, subjective parameters such as the overall impression of the resulting model, the color sharpness, the detail of the object edges, the complexity of the individual parts of the object, the part of the data acquisition, the size of the resulting file, the possibilities of exporting the results for further use, or the cost of the acquisition including the acquisition device, the cost of the application for creating the model, etc. As for the pragmatic, technical approach, it is possible to compare the dimensions of the object, the identity of the edges, the shape of the object, and so on. For this work, the method of comparing the coordinates of uniquely determined points on an object with irregular fitting was chosen [41,42,43,44]. After the detailed points were fitted on the object, these points were aligned using the conventional spatial polar method, and their spatial coordinates were determined in the relative coordinate system. Then, the entire model was aligned in the presence of the detailed points from the selected applications based on the instructions, and in this way, a 3D model of the measured object was created multiple times. Part of the post-processing was the identification of the detailed points in their relative coordinate system. The next step was the transformation of the coordinates into the coordinate system created by the geodetic survey. The result was coordinate pairs, a geodetic reference coordinate system, and a transformed coordinate system derived from the 3D model for the selected application. These twins form transformation vectors. The scale factor, mean model transformation error, single coordinate shift of individual detailed points, single transformation parameter vector, or file size were selected for processing evaluation. The last evaluation criterion was the nature of these transformation vectors, especially their spatial size. The set of vectors was analyzed in terms of their size in several centimeter intervals, determining the absolute frequency of these vectors. It is up to the user on his own to decide which of the parameters he considers meritorious and which he prefers based on subjective priorities.



2.1. Measured Object


The case study object was a monument to German reprisals, located in the cadastral district of Žilina. It was chosen for its suitability: a convex shape with slight fragmentation, a manageable size for various data acquisition technologies, and easy accessibility. The monument commemorates young heroes who fought against Nazi forces. It consists of a large stone statue (5.35 m × 3.45 m × 2.90 m, L × W × H) on a concrete base, with inscriptions and symbols engraved on the surface. The Monument to the German Reprisals (Figure 1), located in Chrasť Forest Park, is a national cultural monument. In 2009, the city of Žilina repaired and cleaned the monument and the memorial plaque.




2.2. Data Collection and Post-Processing


Following the selection of the monument and a site assessment, a network of detailed observation points was established. These points were square markers, and each was assigned a unique numerical identifier. The points were randomly distributed across the monument’s edges, sides, and body. A total of 70 observation points (example shown in Figure 2, left) were identified and attached. These points were then meticulously measured using a conventional geodetic method, specifically the spatial polar method within a local coordinate system. While this established method guarantees accuracy, using a local coordinate system prioritizes convenience and simplifies the measurement process. It is important to acknowledge that this choice (not using a global reference system) increases the final network accuracy due to the law of mean error propagation.



The spatial polar method in the local coordinate system was used as a conventional proven method. A Trimble VX universal measuring station (Figure 2 right) was employed for the measurements (angular accuracy 1’’, length accuracy 2 mm + 2 ppm for the prism-less measurement). The spatial polar method is the most-used method for defining the spatial coordinates of a measured point provided by the geodetic measuring instrument, i.e., total station, universal measurement station. The spatial polar method is also known as tachymetry. The principle of this method is based on the measurement of both the horizontal and vertical (zenith) angles and of a distance (horizontal, oblique) towards the required point signalized by the special prisms or without the signalization. The spatial polar method consists of two different calculations: the polar method for the X, Y coordinates and trigonometry height determination for the Z coordinate. According to the requirement for the reference coordinate system of the target points, a geodetic point field must be created if it does not exist at the site. When the local coordinate system is required (due to the elimination of the mean errors of the geodetic point field into the measured points coordinates), the arbitrary spatial coordinates for the station position and arbitrary orientation are chosen. The polar method and trigonometry height determination scheme is illustrated in Figure 3 and mathematically defined using Formulas (1) and (2). Due to the desired distribution of these detail points, measurements were required from two separate positions with mutual linking via orientation points.



The corresponding calculation relations for the calculation of spatial coordinates using the spatial polar method are as follows:


XB = XA + s · cos(ω)

 YB = YA + s · sin(ω)



(1)






    Z   B   =   H   B   =   H   A   +   h   i   +       s · tg ( β )       s · cot g ( z )           s   ′    · sin ( β )        s   ′    · cos ( z )          −   h   j    



(2)







The choice of a local coordinate system was purposeful, mainly due to the possibility of systematic or gross errors accumulating and influencing the results. The local coordinate system was set using the total station Trimble VX, thus creating the reference system to which the outputs from the used applications could be compared. According to the above-mentioned approach, the GNSS technique was not applied for the coordinate system establishment. The methodology scheme is presented in Figure 4.



In addition to the LiDAR measurements, the monument was also scanned using an iPad Pro 3 (2021) and iPhone 14 (to evaluate photogrammetry for creating a 3D model) [42,43]. We chose the most popular applications for scanning, including Scaniverse, 3D Scanner App, and Polycam. Notably, Polycam was used for both LiDAR and photogrammetric processing. This resulted in four models: the Scaniverse model, 3D Scanner App Model, Polycam LiDAR model, and Polycam Photogrammetry model [45,46,47,48,49]. The scanning applications enabled us export the results of the scanning process in several spatial representations, including a mesh model, point cloud, and TIN model (Figure 5).



All of the representations were used in the following analysis. Based on the comparison of the mentioned 3D representations of the object, the following statements supported the choice of the mesh model to be analyzed and evaluated:




	-

	
The significantly smaller size of the mesh model formats leads to easier processing and work in general;




	-

	
The markers are more easily recognized on the mesh model compared to within the point cloud;




	-

	
Both the point cloud and mesh model correctly express the shape of the monument, whether the object is concave or convex.









All the models were exported in identical .obj formats for further analysis. Mesh models, the most common type of 3D model, are frequently saved in the .obj format. The scheme of the 3D coordinate extraction data acquisition process is illustrated in Figure 6.



The *.obj models were then imported into the Agisoft Metashape program for further processing (Figure 7). Within each model, the spatial coordinates S1–S4 of the detailed observation points were identified and extracted. However, a challenge arose: the origin and orientation of the coordinate system embedded within each model were not clearly defined. The axes’ orientation and coordinate systems were part of the automatic results of the final mesh model exported from the various applications. While the Cartesian system could be determined, the specific axis directions and starting point remained ambiguous.



The Helmert transformation is based on the unique identification of at least identical points and forms a sequence of relations that are commonly used in geodesy for transfer between two Cartesian systems. If there are several identical points, it is possible to use the least square method for the transformation. The transformation may be linear or non-linear. For the case study, a linear one was used, so the result included components TX, TY, and TZ of translation vector T, components ωX, ωY, and ωZ of rotation matrix R, and a scale factor q. The final shape of the rotation matrix was as follows:


  R =      1     ω   Z     −   ω   Y       −   ω   Z     1     ω   X         ω   Y        − ω    X     1      → q R =          r   11       r   12       r   13         r   21       r   22       r   23         r   31       r   32       r   33          ,  



(3)







After introducing the substitutions, α is the angle of rotation in the X-axis direction; β is the angle of rotation in the Y-axis direction; and γ is the angle of rotation in the Z-axis direction. Then, Equation (1) can be edited to shape:


  m R =         q · cos β · cos γ     q · cos β · sin γ    −  q · sin β       q · sin α · sin β · cos γ   −   q · cos α · sin γ     q · sin α · sin β · sin γ + q · cos α · cos γ     q · sin α · cos β       q · cos α · sin β · cos γ + q · sin α · sin γ     q · cos α · sin β · sin γ   −   q · sin α · cos γ     q · cos α · cos β          



(4)







The fundamental transformation equation is as follows:


X’ = T + q · R · X,



(5)




where vector X’ consists of coordinates X’, Y’, and Z’ after the transformation. The vector X consists of coordinates X’, Y’, and Z’ before the transformation. The spatial transformation key computation is based on the principle of redundant identical point coordinates and the method of least squares (LSM).



The input into the LSM is as follows:


  R =      1     ω   Z     −   ω   Y       −   ω   Z     1     ω   X         ω   Y       − ω   X     1      → q R =      X ′     Y ′     Z ′      =      1   0   0     0   1   0     0   0   1       X   Y   Z     0   0   0     0   0   0       0   0   0     X   Y   Z     0   0   0       0   0   0     0   0   0     X   Y   Z                X   0         Y   0         Z   0                  r   11         r   12         r   13            r   21         r   22               r   23         r   31            r   32         r   33               



(6)







The repair equations as a basis for partial derivatives are as follows:


     v   1   =   T   X   +   T   Y   +   T   Z   +   r   11     X   1   +   r   12     Y   1   +   r   13     Z    1 +      r   21     X   1   +   r   22     Y   1   +   r   23     Z    1 +      r   31     X   1   +   r   32     Y   1   +   r   33     Z   1   −   X   1   ′        v   2   =   T   X   +   T   Y   +   T   Z   +   r   11     X   1   +   r   12     Y   1   +   r   13     Z    1 +      r   21     X   1   +   r   22     Y   1   +   r   23     Z    1 +      r   31     X   1   +   r   32     Y   1   +   r   33     Z   1   −   Y   1   ′        v   3   =   T   X   +   T   Y   +   T   Z   +   r   11     X   1   +   r   12     Y   1   +   r   13     Z    1 +      r   21     X   1   +   r   22     Y   1   +   r   23     Z    1 +      r   31     X   1   +   r   32     Y   1   +   r   33     Z   1   −   Z   1   ′      ⋮      v    3 n    − 2   =   T   X   +   T   Y   +   T   Z   +   r   11     X   1   +   r   12     Y   1   +   r   13     Z    1 +      r   21     X   1   +   r   22     Y   1   +   r   23     Z    1 +      r   31     X   1   +   r   32     Y   1   +   r   33     Z   1   −   X   n   ′        v    3 n   −   1    =   T   X   +   T   Y   +   T   Z   +   r   11     X   1   +   r   12     Y   1   +   r   13     Z    1 +      r   21     X   1   +   r   22     Y   1   +   r   23     Z    1 +      r   31     X   1   +   r   32     Y   1   +   r   33     Z   1   −   Y   n   ′        v    3 n    =   T   X   +   T   Y   +   T   Z   +   r   11     X   1   +   r   12     Y   1   +   r   13     Z    1 +      r   21     X   1   +   r   22     Y   1   +   r   23     Z    1 +      r   31     X   1   +   r   32     Y   1   +   r   33     Z   1   −   Z   n   ′     



(7)







The partial derivatives according to the unknown parameters are the components of the plan matrix A:


    A    3 n ,   12    =         1   0   0     0   1   0     0   0   1         X   1       Y   1       Z   1       0   0   0     0   0   0       0   0   0       X   1       Y   1       Z   1       0   0   0       0   0   0     0   0   0       X   1       Y   1       Z   1             1   0   0     0   1   0     0   0   1         X   2       Y   2       Z   2       0   0   0     0   0   0       0   0   0       X   2       Y   2       Z   2       0   0   0       0   0   0     0   0   0       X   2       Y   2       Z   2             ⋮        1   0   0     0   1   0     0   0   1         X   n       Y   n       Z   n       0   0   0     0   0   0       0   0   0       X   n       Y   n       Z   n       0   0   0       0   0   0     0   0   0       X   n       Y   n       Z   n              .  



(8)







The vector of absolute values consists of the point coordinates to be transformed into a reference system:


    l    3 n ,   1    =           X ′   1         Y ′   1         Z ′   1                  X ′   2         Y ′   2         Z ′   2          ⋮       X ′   n               Y ′   n         Z ′   n            



(9)







The calculation of the elements of the transformation key using the method of least squares is performed with the help of the following relation:


    dx    12 , 1    =       A   T   PA      − 1      A   T   P  l =            T   X         T   Y         T   Z                  r   11         r   12         r   13            r   21         r   22               r   23         r   31            r   32         r   33              ·  



(10)







The calculation of the rotation angles and scale factor based on the above substitution is carried out based on the following equations resulting from the elements in Formula (2):


     ω   X   = α = arctg       r   23       r   33       ,      ω   Y   = β = arctg     −   r   13    · sin  α     r   23       ,      ω   z   = γ = arctg       r   12       r   11       ,     q =     −      r   13      sin γ    → m = 1 − q   



(11)







The quantification of the transformation key parameters is not the last of the calculations resulting from the LSM. The other calculations serve to assess accuracy and quality and are an objective evaluation criterion when comparing the results of the case study. These are mainly the calculation of the corrections, the mean error of each model’s identical points, and the determination of the maximum coordinate shift between identical points after transformation, the determination of the maximum size of the transformation vector, and the multiplicity of transformation vectors based on size at predefined intervals.



According to the uncertainty of various 3D model axis directions, the LSM could not be applied to the calculations. The transformation results led to incorrect transformation (rotation, translation, scale factor, and the origin position). The problem was solved by the estimation of approximate values of the transformation parameters resulting from the calculations of four identical points defined in both the transformed and reference coordinate systems. These approximated values were consequently adjusted using the LSM.





3. Results


The selected approach compares the 3D models generated using various methods using a two-pronged evaluation: visual assessment and objective analysis [50,51,52]. Based on the Helmert transformation, cloud-to-cloud analysis could represent another way to define and assess the task results and to compare the pre-selected applications for the creation of 3D models. The visual assessment provides a user-centric perspective, considering aspects like file size, export options, and application cost. This subjective approach acknowledges the importance of user experience. The objective analysis, on the other hand, focuses on the core quality and precision of the mesh models generated by the LiDAR measurement system (LMS) and subsequent calculations.



3.1. Cloud-to-Cloud Analysis


As mentioned above in the Materials and Methods section, the seven-parameter Helmert transformation was applied to solve the problem of different local coordinate systems defined on-the-fly via individual applications. Thus, the definition of individual 3D model coordinate systems (origin, translation, rotation, and scale factor) is referred to as the pre-defined reference coordinate system set by the measurement using the geodetic total station Trimble VX. In this reference system, the spatial position of the observed points was defined. As can be seen from the established procedure using clearly identifiable identical points (Figure 2 left), the seven-parameter Helmert transformation resulted in the conversion of the individual identifiable identical points with coordinates in the local coordinate systems into the reference one. Cloud-to-cloud analysis (C2C) could be consequently performed. In the case of a pre-set methodology, the input data for the C2C were individual post-transformation identical points. Uniformly distributed identical points across the object of interest represent discrete comparable components that can be used to mediate C2C analysis. Thus, in the case of the task, the individual to-be-compared clouds were represented by the identifiable identical points in the unified coordinate system.



A customized C2C analysis was performed separately in individual planes XY, XZ, YZ, and its spatial analysis results are shown in Table 1. The observed point coordinates, defined on the individual 3D representations, differ in relation to the reference coordinates and also mutually in spite of the performed transformation. These deviations enable the C2C analysis to be visualized. Separated comparisons with regards to the individual planes XY, XZ, and YZ also enable the analysis of the possible excesses in the individual planes and allow the visualization to be transparent. The deviations are visualized as vectors with the origin in the reference identical point position, and its direction leads towards the position of the identical point of the transformed system. The analysis and visualization in individual planes, defined by selected couple axes, includes all the vectors representing the clouds via deviations in discrete identical points. The visualization of the deviations is illustrated in Figure 8a–c. Different colors were chosen for the vector visualization of the analyzed applications—Scaniverse (red color), 3D Scanner App (blue color), Polycam LiDAR approach (green color), Polycam Photogrammetry approach (magenta color).



Based on the C2C analysis along with the objective comparative approach described in Section 3.3, the individual 3D representations of the object provided by the different specialized applications were compared, visualized, and quantified. A significant difference can be observed in 3D Scanner App results, which deviations in relation to the reference model reaching the largest values. On the other hand, the Polycam application provides the best results and the smallest deviations.




3.2. Subjective Comparative Approach


Homogenous conditions (consistent weather, temperature, time of day, lighting conditions, and observation time) allowed for a straightforward visual comparison using any software that supports opening and 3D object manipulation.



At first glance, the generated mesh models exhibit a generally good and quite high level of detail, closely resembling the original object (Figure 9). The textured mesh models provide realistic visual object representation. However, some limitations are evident in capturing the finer details of the object and its surrounding elements.



More attention was paid to the details of the edges and the complexity of the model including all the additional components/objects (wreath, pot, etc.), texture sharpness, detail recognition, or distortion occurrence.



Figure 10 reveals the discrepancies between the final mesh models in a more detailed way. Notably, the shape of the displayed part of the object is not the same. This difference may be seen on the upper edge of the memorial plaque. The mesh model provided by the 3DScannerApp shows this edge as simplified and smoothed. Another shortcoming of this output may be observed in the written text, which has distorted lines.



The selection of this monument as a case study was partly driven by the presence of various components beyond the main structure. Specifically, we aimed to evaluate how the applications captured the chains connecting the side pillars. Figure 9 also highlights potential limitations in handling such intricate details.



The ability of the applications to capture and model objects and parts that are irregular and discrete is displayed in Figure 11. Two out of the four applications managed to capture and model the chains between the pillars; however, the final representation may not be considered accurate. The position of chains is shifted, and in the case of the Scaniverse model, the chains became a part of the object below. As for modelling the chains using the Polycam with photogrammetry approach, only a part of the chains was captured. There is no trace of chains in the other two models.



Another important characteristic to be compared is edge sharpness and the ability to preserve the (almost) perpendicular elements and parts. The ability to accurately capture sharp edges and perpendicular features significantly contributes to the model’s realism. Since these qualities are readily apparent upon visual inspection, they serve as a good indicator of the overall quality and fidelity of the model to the real object. As illustrated in Figure 12, the Scaniverse mesh model excels at preserving sharp edges and rectangular shapes. In contrast, the 3D Scanner App mesh model exhibits the most noticeable distortions in these areas. Interestingly, the Polycam application offers two distinct approaches, with the LiDAR-based method producing superior results in terms of sharpness.




3.3. Objective Comparative Approach


Objective parameters can be considered as those that have a mathematical essence and can be expressed numerically. The mesh models can be compared in different ways. The course of edges, spatial changes of the object, deviations from predefined axes, and the dimensions of selected elements (lines, surfaces, points) placed on the object can be compared.



It was predefined that the accuracy of the mesh models would be mediated by 70 randomly placed detailed observation points. These were subsequently input to a Helmert seven-element transform with the application of the LSM. This resulted in transformed coordinates, which were then compared with their reference position. The pairs of points formed transformation vectors. These were analyzed and are considered as the basis for an objective evaluation of the individual models.



Table 1 highlights that the translation shift (three parameters) and rotation aspects are not directly indicative of 3D model precision. A crucial parameter is the scale factor, where a value of 1 represents no distortion. The Scaniverse, 3D Scanner App, and Polycam (LiDAR) models all achieved values close to 1, suggesting that their sizes closely matched the real object. Notably, the photogrammetric model created using Polycam exhibited a significant scale distortion (half the actual size) despite offering a distance measurement feature.



The mean model error, calculated from the LSM, numerically defines the model’s average accuracy based on the corrections applied to the observation points. Interestingly, the processed models displayed similar precisions, with the Polycam application (regardless of the method used) achieving the highest mean accuracy (lowest mean error).



Other comparative parameters resulting from the LSM are enabled based on the vector sizes and their multiplicity analysis. The transformation vectors sizes reached values from nearly 0.000 m up to 0.110 m. The multiplicity of the vectors according to their size was variable due to each tested 3D mesh model. The largest size of the transformation vector was determined for the mesh model created using the 3D Scanner App. Also, the largest number of transformation vectors exceeding 0.070 m (more than 15% of the vectors) was found for this model. The maximum values of the transformation vectors for Polycam were 0.034/0.048 m, and the frequency of the vectors below 0.010 m was 45.7%/45.7% and below 0.020 m up to 87.1%/95.7% for LiDAR/photogrammetric data acquisition.





4. Discussion


The aim of this paper was to discuss the possible usage of conventional devices with built-in LiDAR systems for practical applications in civil engineering in the shape of final mesh models [53,54,55]. The case study presented in this article investigated the possibilities, limitations, and accuracy of capturing an object using various 3D modeling methods. This paper employed a two-pronged approach: visual assessment and objective evaluation using detailed observation markers. LiDAR measurements and photogrammetry using commercially available mobile applications (such as Scaniverse, 3D Scanner App, or Polycam) were chosen for data acquisition. Upon initial inspection, the generated mesh models seemed to have a good quality and a high level of detail, closely resembling the texture of the original monument. The textured mesh models provided a realistic visual representation of the monument, with the possibility to be used in civil engineering. However, there were evident limitations in capturing the finer details of the monument and the surrounding elements such as the chains connecting the side pillars. This problem can be solved by focusing on better collection during the measurement. The mesh model resulting from the 3D Scanner App displayed the most significant simplification and smoothing of the edges, particularly noticeable on the memorial plaque’s upper edge.



The objective evaluation focused on the model’s accuracy in the representation of the real object’s dimensions. The scale factor, a crucial parameter where a value of 1 indicates no distortion, was analyzed. The LiDAR mesh models achieved scale factors that were close to the value 1, suggesting that their sizes closely matched the actual dimensions of the monument. This highlights a potential limitation of the photogrammetry techniques, especially when mobile devices are used. All the processed models were tested based on the mean mesh model error, a metric calculated using the LMS and detailed markers that were randomly placed on the case study monument. While further investigation is needed, Polycam’s superior performance could be attributed to factors like its robust processing algorithms of the potential hardware advantages in the LiDAR implementation for the mesh model.



This paper’s findings concerning the higher accuracy of LiDAR mesh models in capturing object dimensions align with previous studies [1,2,3,4,5,14] that reported similar results when comparing LiDAR and photogrammetric techniques. This study is limited to using a single, regular monument and a relatively small set of mobile applications. Future research could benefit from testing a broader range of objects with varying shapes and complexities, exploring advanced processing techniques to potentially improve the accuracy of the photogrammetric models and comparing the accuracy of different mobile applications under various environmental conditions. Another possibility is to not use a mesh model as a final version of the 3D object interpretation, but instead to try to use formats such as point cloud or TIN models. This case study demonstrates the potential of both LiDAR and photogrammetry methods for the 3D modeling of monuments. LiDAR offers superior accuracy in capturing object dimensions, while photogrammetry using mobile devices provides a user-friendly and potentially cost-effective alternative. However, users should be aware of potential limitations in the photogrammetric model scale, particularly when dealing with complex objects. Further research is needed to explore advanced processing techniques and the impact of environmental conditions on accuracy. Overall, 3D modeling technologies offer valuable tools for documenting and preserving cultural heritage objects.



The results of the research lead to the conclusions that conventional devices with the implemented LiDAR technology may be used for the capturing of the objects for the next application. The capturing is understandable for the basic user, data collection is quite easy, and the post-processing is automatically performed by the applications in the background. The data acquisition step is the most time-consuming part of the whole process. However, although the applications are well designed for the capturing process, disadvantages may result from irregular or non-standard object shapes, where the applications may suffer complications resulting in incorrect data evaluation. With regards to the used devices and application price, they can be considered available to the vast community. The analysis of the chosen 3D representation of the measured object in the form of the mesh model includes contributions for any user interested in 3D model creation along with the expected precision of the selected application. Moreover, these users may use the created mesh model directly for 3D printing if required without processing the point cloud into a printable format in other software.




5. Conclusions


The aim of a future case study will be to modify this case study in terms of the methodology, where we plan to compare the point clouds from the conventional application to the reference point cloud resulting from the LiDAR technology with GNSS and IMU. The post-processing steps must include point cloud denoising, removing outlier points, editing, filtering, and classification. In this case, it is considered to deal with cloud-to-cloud transformation and cloud pre-processing. These data will then be used as the input data for the creation of mesh models outside the automatized environment of the analyzed applications. Consequently, the secondary mesh models may be analyzed and compared to the automatically created ones. For complete and credible analysis in general, it is necessary to analyze objects with different shapes (convex/concave analysis) in order to assess the data acquisition correctness, processing, and the used application suitability from more points of view.
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Figure 1. Monument to German reprisals. 
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Figure 2. Detailed observation points shape (left), Trimble VX series used for measurement (right). 
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Figure 3. Methodology sketch for the polar method (a) and trigonometry height determination (b) together presenting the spatial polar method. 
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Figure 4. Methodology scheme. 
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Figure 5. Different 3D model representations: mesh model (a), point cloud (b), TIN model (c). 
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Figure 6. Scheme of 3D coordinate extraction data acquisition process. 
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Figure 7. Definition of detailed observation points in Agisoft Metashape. Blue flags with red centroid define the marker position. 
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Figure 8. The C2C analysis visualization mediated by the deviations in the identical points. Red vectors indicate the Scaniverse application, blue vectors indicate the 3D Scanner App, green vectors indicate the Polycam—LiDAR approach, magenta vectors indicate the Polycam—photogrammetry approach. The individual plane analysis is illustrated in (a) (XY plane), (b) (XZ plane), (c) (YZ plane). 
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Figure 9. Comparison of the overall impression of the resulting 3D models: (a) Scaniverse, (b) 3DAppScanner, (c) Polycam—LiDAR approach, (d) Polycam—photogrammetry approach. 
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Figure 10. Focusing on the detail-capturing ability, shape of the object reconstruction, and distortion occurrence of the resulting 3D models: (a) Scaniverse, (b) 3DScannerApp, (c) Polycam—LiDAR approach, (d) Polycam—photogrammetry approach. 
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Figure 11. Focusing on the challenging components capture abilities of (a) Scaniverse, (b) 3DScannerApp, (c) Polycam—LiDAR approach, (d) Polycam—photogrammetry approach. 
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