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Abstract: Traditional federated learning relies heavily on mature datasets, which typically consist of
large volumes of uniformly distributed data. While acquiring extensive datasets is relatively straight-
forward in academic research, it becomes prohibitively expensive in practical applications, especially
in emerging or specialized medical fields characterized by data scarcity. This poses a significant
challenge. To address this issue, our study introduces a federated learning model that integrates
few-shot learning techniques and is complemented by personalized knowledge distillation to further
enhance the model’s classification accuracy. This innovative approach significantly reduces the
dependence on large-scale datasets, enabling efficient model training under limited data conditions.
Our experimental evaluations conducted on small-scale datasets, including Omniglot, FC100, and
mini-ImageNet, indicate that our model surpasses existing state-of-the-art federated learning models
in terms of accuracy, achieving a substantial improvement. Specifically, on the FC100 dataset, the
classification accuracy of the conventional federated learning algorithm FedAvg was merely 19.6%,
whereas the method proposed in this study achieved a classification accuracy of 41%, representing an
improvement of more than double. This advancement not only highlights our model’s superiority in
alleviating the challenges of limited data availability, but also expands the applicability of federated
learning to a broader range of applications.

Keywords: federated learning; few-shot learning; knowledge distillation; small data sample scenarios

1. Introduction

In the current realm of machine learning and deep learning, federated learning has
emerged as a highly focused research direction, offering the potential to construct global
models in decentralized data environments. Federated learning allows multiple partici-
pants to train models in a distributed manner without centralizing data storage in a single
server, thus preserving data privacy and security. However, while current federated learn-
ing frameworks excel with large-scale, high-quality datasets, their performance significantly
diminishes with small-scale, few-shot datasets [1].

In practical applications [2–4], training processes often encounter situations where
participants may possess a limited amount of data or are exploring an emerging field with
scarce available data. This underscores the imperative need for further investigations on
how to ensure adequate robustness in joint learning under scenarios with limited data
samples, thereby facilitating efficient model training without compromising the availability
of the global model. Addressing this issue is critical for the extensive deployment of
federated learning.

In response to the challenges faced by traditional federated learning in training global
models under few-shot data scenarios, this chapter introduces a novel federated learning
model: the Few-Shot Federated Learning model (hereinafter referred to as FsFL). This
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model incorporates few-shot learning [5] to overcome the limitations of traditional feder-
ated learning in few-shot scenarios. By integrating few-shot learning techniques into the
federated learning model training process, the model aims to enable learning and general-
ization from only a small number of samples. Integrating few-shot learning techniques into
the federated learning system reduces the dependency of traditional federated learning
model training on large-scale datasets, achieving the objective of model training in few-shot
data scenarios. This allows for effective model training progression even with extremely
limited data. Simulation experiments have demonstrated the enhanced robustness of
the federated learning system in few-shot data scenarios, expanding the applicability of
federated learning.

Our contributions:

1. Overcoming the Challenges of Training Models with Extremely Limited Data: In
practical applications, acquiring a large volume of labeled data can be prohibitively
expensive. A few-shot federated learning model has been designed that enables the
normal progression of model training even in scenarios with limited data availability.

2. Enhancing Privacy Protection: In an era where privacy and security issues are of
paramount concern, ensuring that user privacy is not compromised during model
training is crucial. Therefore, federated learning has been adopted as the foundational
framework. This framework avoids the privacy leaks that could occur through the
sharing of client’s original data.

3. Facilitating Personalized Learning on the Client Side: Considering real-world scenar-
ios, especially those with extremely limited data, where data distributions are often
non-independent and identically distributed (non-IID), and participants’ classification
tasks can vary greatly, personalized knowledge distillation has been introduced. This
enables clients to perform partial knowledge distillation to the server, thereby further
improving the training efficiency of the model.

2. Related work
2.1. Few-Shot Learning

Few-shot learning and federated learning are paradigms in machine learning where
the goal is to acquire “knowledge” from a very limited number of samples and use this
“knowledge” to achieve a certain objective. Few-shot learning can be further divided into
few-shot classification [6,7], few-shot regression [8], and few-shot detection [9,10]. The
methods involved in few-shot classification include metric learning methods, model fine-
tuning methods, and meta-learning methods. The core idea of metric learning methods is
categorizing samples based on the computation of distances or similarities between them,
enabling the identification of unknown samples by their distance or similarity to known
categories. Key approaches include the following:

1. Siamese Networks: Koch et al. [11] first introduced the concept of Siamese networks
in their paper, employing two identical networks to learn the similarity between input
pairs. These networks share the same weights and architecture and are trained jointly
to minimize or maximize some distance metric, thereby determining whether two
inputs belong to the same category. Thomas et al. [12] proposed a method based
on Siamese networks for building text classifiers, embedding texts and labels into
a common vector space, and using a similarity function to calculate the similarity
between two items. Niamh et al. [13] innovated on the Siamese network architecture
by introducing the Stop Loss function to prevent representation collapse, simplifying
the training process and enhancing model robustness.

2. Matching Networks: Vinyals et al. [14] introduced matching networks, incorporating
attention mechanisms and memory modules to enable the model to learn a matching
function for a small-sample task directly from the support set. The design of matching
networks allows the model to consider all samples in the support set at each step,
learning how to make effective predictions from a few samples in an end-to-end
manner. Cao et al. [15] proposed a Bi-directional Matching Network architecture,
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incorporating a semantic alignment model and combining appearance flow, rela-
tion flow, and mutual information flow for sample alignment and comparison. This
method addresses the challenge of image classification in few-shot settings by lever-
aging the deep semantic relationships between images, significantly improving the
classification performance. Zhang et al. [16] presented SGMNet, a meta-learning
framework based on scene graph matching for few-shot remote sensing scene clas-
sification, introducing a Graph Construction Module (GCM) and a Graph Matching
Module (GMM) to effectively utilize the co-occurrence and spatial correlation features
of remote sensing images, enhancing the classification performance.

3. Prototypical Networks: Snell et al. [5] introduced Prototypical Networks, which clas-
sify by computing prototypes for each category—the averages of all sample features
within a class—and then classifying query samples based on their distance to these
prototypes. The essence of Prototypical Networks is to represent each category in
the feature space such that the features of samples within the same category are
as close together as possible, while those of different categories are far apart. This
approach has shown excellent performance in few-shot learning tasks, especially in
one-shot and few-shot learning scenarios, effectively improving model accuracy and
the capacity for generalization. Zhou et al. [17] proposed a new architecture based
on Prototypical Networks, LDP-Net, employing a dual-branch network structure to
predict the category of an input image using a global branch method. The image is
then randomly cropped and the cropped image is used as a new input for prediction.
After prediction, knowledge distillation is used to reinforce the consistency between
the overall and partial predictions of the image, thereby enhancing the model’s gener-
alization performance. Qin et al. [18] proposed a robust network supervised learning
method based on Prototypical Networks to address noise and domain discrepancies
in network data. This method introduces a small number of real-world samples as
“truth” and uses contrastive learning to minimize the distance between network data
and this “truth”.

The aforementioned studies primarily focus on methods such as the optimization of
network structures to enhance the efficiency of local models in scenarios involving small
data samples. In contrast, this paper enhances training effectiveness by integrating few-shot
learning within a federated learning framework through multi-party co-training.

2.2. Federtated Learning

Federated learning, a specialized form of distributed machine learning, aims to ad-
dress the challenge of data silos. Initially proposed and designed by Google, the FedAvg
algorithm [19] distinguishes itself from traditional centralized machine learning algorithms
by distributing the model from the server to multiple clients. Clients locally train the model
using their private data and then upload the training results to the server. The server
aggregates the uploaded learning parameters or gradients, iterating this process until the
global model converges. Numerous classical works in this field [19–21], with FedAvg
widely applied across industries, demonstrate exceptional performance in scenarios with
large and high-quality datasets. However, these methods exhibit significant performance
degradation when faced with small-scale, small-sample datasets, especially those requiring
data to be independently and identically distributed (iid). Unfortunately, in practical ap-
plications, datasets often deviate from ideal conditions in terms of size, distribution, and
quality, leading to a substantial decrease in the accuracy of the final trained global model.

3. Preliminary
3.1. Knowledge Distillation

The concept of knowledge distillation was first introduced by Hinton et al. in [22],
comprising a system of teacher and student models [23–26]. The so-called teacher model
refers to a large, structurally complex, and redundantly trained network that acts as the
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“teacher” during training, instructing a simpler, under-trained “student” model to achieve
a performance as close as possible to that of the teacher model.

This process is realized through the use of soft and hard labels along with correspond-
ing loss functions. Specifically, it begins by calculating the soft output of the teacher model,
which is the raw prediction values, or logits, from the last fully connected layer of the
neural network—values that have not been activated by the softmax function. Using the
probability distribution after applying the softmax function would limit the knowledge
transferred to the student model and might even have a negative effect by amplifying errors.
These prediction values represent the teacher model’s confidence level for each class.

qi =

exp
(

zT
i

T

)
∑j exp

(
zT

j
T

) (1)

Here, zT
i denotes the logit output of the teacher model for the ith class, and T is the

temperature parameter that controls the smoothness of the output probability distribution.
It is evident that a smaller T value, which brings the function closer to the softmax function,
makes qi more similar to the probability distribution after activation. Conversely, a larger T
value results in a smoother probability distribution curve from the softmax output, allowing
the student model to acquire knowledge with richer information entropy.

After obtaining the logits from the teacher model, the student model’s logits are
calculated in a similar manner. Here, zS

i represents the logit output of the student model
for the ith class.

pi =

exp
(

zS
i

T

)
∑j exp

(
zS

j
T

) (2)

Subsequently, a loss function is employed to enable the student model to absorb and
compress the knowledge from the teacher model.

Lso f t = KL(Qi, Pi)× T2 (3)

Here, Qi and Pi represent the probability distributions of the teacher and student
models, respectively. The difference between these probability distributions is calculated
using the Kullback–Leibler divergence, with the temperature parameter used to adjust it,
ensuring that the gradients do not become too small as the temperature value increases.

Throughout the knowledge distillation process, in addition to computing the soft target
loss, it is also necessary to calculate the hard target loss. The hard target loss, also known
as hard label loss, enables the student model to learn not only the decision boundaries
and related knowledge from the teacher model through soft labels, but also to make
accurate predictions from the true labels. Typically, the cross-entropy loss function is used
to calculate the hard label loss between the true labels y and the probability distribution Pi
of the student model:

Lhard = CrossEntropy(y, Pi) (4)

Therefore, by introducing a parameter α to control the weights, a total loss function
for knowledge distillation can be obtained:

Ltotal = αLhard + (1− α)Lso f t (5)

3.2. Few-Shot Learning

Few-shot learning aims to enable machine learning models to learn and generalize
from a minimal number of samples. The development of few-shot learning draws inspira-
tion from human learning patterns, where humans exhibit proficiency in recognizing new
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objectives with minimal data. Few-shot learning methods are generally classified into two
categories: metric-based and gradient-based methods.

Metric-based methods leverage the similarity between samples for few-shot learning.
Prototypical networks [5], for instance, predict the classification of query samples based on
the Euclidean distance between query samples and samples in the support set. Gradient-
based methods, on the other hand, update the model parameters during training rounds to
enhance generalization in small-sample scenarios. For instance, in [8], the model parameters
are adjusted based on the support set to achieve rapid generalization.

In the typical scenario of few-shot learning, the dataset is divided into four parts. Three
hyperparameters, namely N-way, K-shot, and Q-query, are utilized to further delineate the
few-shot learning task. Here, N governs the number of classes in a single task, K denotes
the quantity of data per class among the N classes, and Q determines the size of the data
used in a single task. Figure 1 is an illustrative diagram of a five-way, one-shot, one-query
few-shot learning scenario; in the illustrated diagram, an image is input as a query, and
through the process of few-shot learning, it is possible to identify a label within the support
set that closely corresponds to the input, namely, Bulldog.
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4. Model System
4.1. Model Learning Process

Figure 2 illustrates the overall workflow of the model, which is as follows:

1. Initialization. The global model is initialized on the server side and distributed to all
clients participating in the training.

2. Local Model Training by Clients. Each client trains the received global model on its
local dataset. Specifically, clients calculate the prototypes for each class in their local
dataset and based on these prototypes, complete the training of the model.

3. Client Parameters Upload. After the local model training is completed in the current
round, each client uploads the model update parameters to the server.

4. Server-Side Aggregation. Upon receiving the model update parameters from the
clients, the server averages and aggregates these parameters to obtain the global
model parameters. After aggregation, the global model is evaluated for performance,
specifically testing its classification accuracy on a test set.

5. Iterative Training. The server distributes the updated global model to all clients, who
then commence the next round of model training.
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6. Personalized Knowledge Distillation. When clients receive a global model that is
not in an initialized state, they use their local model as the student model and the
received global model as the teacher model. Through a personalized knowledge
distillation algorithm, the student model is guided to learn knowledge relevant to its
local classification task from the teacher model.
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Algorithm 1 shows the specific workflow.

Algorithm 1 Few-shot Federated Learning

Input: Client Collection{}
Output: Global model with completed training

1: Server side sends initial global model to client side
2: for Client{}. . . do
3: Clients use local data for model few-shot learning
4: Upload model training parameters to the server
5: end for
6: for Client{}. . . do
7: Average aggregation of model parameters uploaded by clients
8: end for
9: while Global model does not converge

10: for Client{} do
11: wg ← PersonalizedKD

(
Mc, Mg

)
12: wt+1

c = (w t
c + wg)/2

13: end for
14: Repeat the process until the model converges
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4.2. FsFL

This section describes the training process of the FsFL model in detail. Initially, in
each round, clients randomly sample their local dataset to obtain a meta-training task
set Dmt = {Dsupport, Dquery} and conduct preliminary training on the meta-learner for
this dataset.

w′t+1 = w′t − α∇L
(
w′t; Dsupport

)
= w′t − α 1

|Dsupport| ∑
xi∈Dsupport

∇L(w′t; xi) (6)

The cross-entropy loss between the global model parameters of the current round t
and the data samples in the support set is calculated to determine the direction of model
updates for the next round, with the learning rate controlling the pace of the model updates.
Subsequently, the model’s learning effectiveness is evaluated on Dquery, and the model is
adjusted based on its classification performance on Dsupport.

Specifically, the training process on the client side proceeds as follows: Firstly, feature
extraction fθ is performed on the samples in the Dsupport set using a neural network to
obtain feature vectors. Then, for each category c, the mean feature vector pc of that category
is calculated.

pc =
1
|Sc| ∑

(xi ,yi)∈Sc

fθ(xi) (7)

The image data x in Dquery is classified based on the calculation of the L2 distance d
for x.

p(y = c|x) = exp(−d( fθ(x), pc))

∑ c′ exp(−d( fθ(x), pc′))
(8)

The model parameters θ are optimized to achieve the minimum loss on Dquery.

min
θ

L( fθ) = ∑
(xi ,yi)∈Dquery

L( fθ(xi), yi) (9)

If C represents the total number of categories, substituting Equation (8) results in the
expanded expression below.

L( fθ(xi), yi) = −yilog
exp(−d( fθ(xi), pyi ))

∑C
c=1 exp(−d( fθ(xi), pc))

= −yi
(
−d

(
fθ(xi), pyi

))
+ log

C
∑

c=1
exp(−d( fθ(xi), pc))

(10)

In the System Model section, the server-side aggregation of wc is performed as follows:

wg =
K
∑

c=1

wc
K (11)

The server aggregates the parameters wc received from the K clients by summing them
and then taking the average, resulting in the global model parameters wg.

4.3. Personalized Knowledge Distillation Based on Student Model Classification Tasks

In the text on Personalized Knowledge Distillation, a scenario is considered where each
client possesses different data samples with varying data distributions. Consequently, the
final parameters obtained from model training, tailored to each client’s specific classification
tasks, also differ. If clients directly extract parameters from the global model provided by
the server, they will inevitably acquire parameters related to other clients’ classification
tasks, which are irrelevant to their own. This directly impacts the clients’ ability to conduct
subsequent rounds of local training. To address this issue, when the server sends a non-
initial global model to the clients, personalized knowledge distillation is employed on the
client model. This allows clients to selectively extract parameters relevant to their local
classification tasks, thereby avoiding the interference of unnecessary parameters in model



Appl. Sci. 2024, 14, 3919 8 of 14

training. Initially, the classification task of the client model focuses on a specific set of
categories Cm, while the server focuses on a broader set of categories Cb. The distillation
target is for the client to distill knowledge from the server on the categories Cm. Here, the
output probabilities of the client model and the server model for a sample Cx(Cx ∈ Cm )
are defined as Pc(Cx) and Ps(Cx), respectively. The objective is to minimize the prediction
probability difference between Pc(Cx) and Ps(Cx) as much as possible to achieve the effect
of personalized distillation. The loss function is defined as follows [10,23–28]:

LKD = −∑Cx
Pc(Cx)log Ps(Cx) (12)

where the output probability Pc(Cx) for the client model is given by the following formula:

Pc(Cx) =
exp

(
z(Cx)

T

)
∑k∈Cm exp

(
z(Ck)

T

) (13)

and the output probability Ps(Cx) for the server model is defined as follows:

Ps(Cx) =
exp

(
z′(Cx)

T

)
∑k∈Cm exp

(
z′(Ck)

T

) (14)

Furthermore, the model’s prediction probabilities are softened by utilizing the tem-
perature parameter T. Initially, the difference between the maximum logit output by the
server model and the logit of the true category, known as the confidence discrepancy ∆zx,
is calculated.

∆zx = max
(
Ct

x
)
− Ct

x ∗ yx (15)

Ct
x represents the logit values for all categories by the server model on sample x, and

yx is the true label of the sample. In this section, the exponential function is chosen as the
confidence discrepancy function, and the smoothing factor S is set to 2 to ensure sufficient
sensitivity to the confidence discrepancy ∆zx:

f (∆zx) = e
∆zx

S (16)

Moreover, a hyperparameter wi is introduced into the system to facilitate the extraction
of task-specific objectives.

wi = I(Ci) =

{
0.9, (Cx ∈ Cm) ∩ (Cx ∈ Cb)

0.1, Cx /∈ Cm
(17)

Consequently, this leads to the derivation of the final adaptive temperature parameter
Ti and the ultimate loss function L′KD:

Ti = 1 + wi ∗ (Tmax − 1) ∗ f (∆zx)− 1
f (∆zx) + 1

(18)

The final loss function L′KD is obtained by substituting Ti into Equations (13) and (14),
respectively.

L′KD = −∑Cx
wiPc(Cx)log Ps(Cx) (19)

The design of this temperature parameter facilitates the confidence in sample clas-
sification based on the server-side model and the relevance to the client’s local tasks.
Ultimately, this achieves the effect of enabling clients to selectively extract parameters from
the server-side model for knowledge distillation. The workflow is shown in Algorithm 2.
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Algorithm 2 PersonalizedKD

Input: Server’s model, Client’s model
Output: Updated Client’s model

1: for Client{} do
2: The client receives the global model from the server

3:
The values of the hyperparameters wi are determined according to Equation

(17)

4:
For data related to the local classification task in the server, the confidence

discrepancy is calculated using Equation (15)

5:
The corresponding temperature parameters are obtained according to

Equation (18)

6:
The probabilities of the client-side model pc, and the server-side model ps, are

calculated separately.
7: The knowledge distillation loss is calculated using Equation (19)
8: The client model parameters are updated through backpropagation
9: end for

5. Experiment
5.1. Datasets

This section of the experiment uses three datasets commonly utilized in the field of
few-shot learning; these three datasets were selected because each category within them
contains a small amount of data, and they are prone to forming non-IID data distribution
patterns, making them highly suitable for evaluating the model proposed in this paper:

Omniglot [6], a dataset comprising images of handwritten characters from 1623 dif-
ferent character classes derived from alphabets of various natural languages around the
world. Each class contains 20 distinct samples, with each original data sample being a
single-channel image of 105 × 105 pixels in size.

FC100 [29], an image dataset based on the classic Cifar-100 dataset, consisting of
100 classes, each with 600 samples of 32 × 32 resolution three-channel data. The dataset is
further divided into train (60 classes), validation (20 classes), and test (20 classes) subsets.

MiniImageNet [14], extracted directly from the ImageNet dataset, also comprises
100 classes, each with 600 samples of 84 × 84 pixel size. Like the others, it is divided into
train (64 classes), validation (16 classes), and test (20 classes) subsets.

These datasets are integral to the research of few-shot learning, providing diverse
challenges due to their varied class compositions and image resolutions. The structured
division into training, validation, and test subsets facilitates a comprehensive evaluation of
the learning algorithms under investigation, allowing for a balanced assessment of their
generalization capabilities across different data distributions.

5.2. Performance Evaluation

Classification accuracy is used as the evaluation metric in the model comparison
experiments, with the accuracy formula presented as follows:

Acc =
1

|Dtest|

|Dtest |

∑
i=1

TPi + TNi
TPi + TNi + FPi + FNi

(20)

Here, |Dtest| denotes the number of categories within the test dataset. TP (True
Positives) refers to the count of positive instances correctly predicted as positive; TN
(True Negatives) indicates the count of negative instances correctly predicted as negative;
FP (False Positives) represents the number of negative instances incorrectly predicted as
positive; and FN (False Negatives) denotes the number of positive instances incorrectly
predicted as negative.

In Section 5.3 of the experiments, we selected FedAvg as the representative algorithm
for classical federated learning and FedFSL [30] as an advanced algorithm for small-sample
federated learning to conduct comparative experiments. These model comparison exper-
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iments used classification accuracy as the evaluation metric, with the specific accuracy
formula presented in Equation (20).

5.3. Result & Analysis

From a straightforward observation, it is evident that FedAvg exhibits significantly
lower accuracy on the Omniglot dataset compared to the method FsFL introduced in this
paper (Figure 3). Furthermore, under a one-shot scenario, the FedAvg model completely
loses its usability. This observation underscores the feasibility of integrating few-shot
learning techniques into federated learning systems, enhancing their capability to operate
effectively in few-shot scenarios. On the other hand, it also confirms the previously men-
tioned point that traditional federated learning algorithms urgently need improvement to
perform well in few-shot learning contexts. In addition, we also compared our method with
advanced FedFSL, and the comparison results showed that the accuracy of the proposed
method is better than FedFSL in both one-shot and five-shot scenarios.
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Given that the FC100 (Figure 4) dataset encompasses a wide variety of objects and
scenes from the natural world, the content of the images is more diverse and complex.
As the complexity of the dataset increases, it generally leads to a decrease in the overall
model accuracy. However, it is still observable that the FsFL method proposed in this paper
maintains the usability of the model to a certain extent, and that the training effects of the
model remain superior to those of traditional federated learning methods and FedFSL.

The experiments conducted on the previous two datasets reveal that even when
employing the FsFL method, the control groups (one-shot and five-shot) show minimal
differences in the accuracy of the model. This discrepancy could likely be attributed to
the inherent limitations of the chosen training models. Consequently, a more complex
dataset, MiniImageNet (Figure 5), was selected for further experimentation. The results
demonstrated that, across four different scenarios, the model accuracy curves exhibited the
anticipated shape, achieving the envisioned effects.
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The overall experimental results are as follows in Table 1:

Table 1. Comparison of accuracy across three datasets.

Dataset Omniglot FC100 MiniImageNet

Setting One-Shot Five-Shot One-Shot Five-Shot One-Shot Five-Shot

FsFL 95.8 ± 1.54 96.4 ± 2.03 41.00 ± 2.10 57.51 ± 1.48 49.4 ± 1.21 68.2 ± 1.57
Fedavg 2 71.2 ± 1.99 19.6 ± 1.00 40.9 ± 1.03 18.7 ± 0.86 44.1 ± 0.97
FedFSL 78.1 ± 1.45 89.7 ± 2.06 38.60 ± 2.00 50.90 ± 1.08 53.52 ± 1.1 61.56 ± 1.66
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We evaluated the model’s performance by calculating the F1 scores on three datasets
under the five-shot condition. The results are presented in Table 2 for a further assessment
of the model’s performance.

Table 2. F1-score.

Dataset Omniglot FC100 MiniImageNet

FsFL 0.907 0.603 0.712

Fedavg 0.685 0.434 0.394

FedFSL 0.875 0.593 0.632

Based on the analysis of the experimental results:
FsFL: The method presented in this paper maintains a high accuracy rate after reaching

convergence on three image datasets; even under the extreme conditions of one-shot
learning, it still preserves a considerable accuracy rate. It can be intuitively observed
that our method far surpasses the baseline methods. This phenomenon indicates that
introducing few-shot learning techniques into federated learning systems can improve the
system’s model training effects in small-sample scenarios.

FedAvg: In contrast, the performance of the classic federated learning algorithm under
these conditions is barely satisfactory, which further proves that traditional federated
learning struggles to find effective applications in small-sample scenarios. Additionally,
the effectiveness of our approach on the FC100 and MiniImageNet datasets is also related
to the neural network used for extracting image features.

FedFSL: Only on the MiniImageNet dataset, the method proposed in this paper
performs better in the one-shot scenario, but the F1 score is lower than the method proposed
in this paper on all three datasets, further demonstrating the effectiveness of the method
proposed in this paper.

6. Conclusions

In this paper, the challenges of applying federated learning in few-shot scenarios are
explored, and a new model, FsFL, is introduced. This model builds on federated learning by
integrating few-shot learning techniques. A personalized knowledge distillation approach
has been devised that enables client models to partially distill knowledge from server-
side models, thereby enhancing the robustness of federated learning. This allows it to
complete model training and ultimately converge in scenarios with extremely limited
data, showing considerable classification accuracy in few-shot scenarios. This model
was tested on three image datasets, and the results indicate that in one-shot scenarios,
the performance improvement exceeded 100%. In five-shot scenarios, there was also a
significant enhancement, for instance, a more than 70% improvement on the MiniImageNet
dataset, and over 30% on the other two datasets. At the same time, the model accuracy and
F1 score obtained by this method are also better than advanced FedFSL schemes. These
results highlight the superiority of our proposed method in scenarios with small data
samples; at the same time, it also reflects the value of the model in practical scenarios.
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