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Abstract: The face recognition system is vulnerable to spoofing attacks by photos or videos of a valid
user face. However, edge degradation and texture blurring occur when non-living face images are
used to attack the face recognition system. With this in mind, a novel face anti-spoofing method
combines the residual network and the channel attention mechanism. In our method, the residual
network extracts the texture differences of features between face images. In contrast, the attention
mechanism focuses on the differences of shadow and edge features located on nasal and cheek areas
between living and non-living face images. It can assign weights to different filter features of the
face image and enhance the ability of network extraction and expression of different key features in
the nasal and cheek regions, improving detection accuracy. The experiments were performed on the
public face anti-spoofing datasets of Replay-Attack and CASIA-FASD. We found the best value of the
parameter  suitable for face anti-spoofing research is 16, and the accuracy of the method is 99.98%
and 97.75%, respectively. Furthermore, to enhance the robustness of the method to illumination
changes, the experiment was also performed on the datasets with light changes and achieved a
good result.

Keywords: face anti-spoofing; secondary imaging; residual network; attention mechanism

1. Introduction

Facial recognition technology is widely used in our daily life, such as in access control
systems, turnstiles, and financial payments. However, the face recognition system is
vulnerable to spoofing attacks by photos or videos of a valid user’s face, which leads to
security threats or property losses. Therefore, researching the method of face anti-spoofing
and adding a front-end “safety lock” to the face recognition system has been the research
hotspot in recent years. This method aims to detect the different cues existing in live and
non-live face images to form a criterion. Compared with the living face images imaged
directly, the non-living face images in photos and videos are re-imaged. There is a certain
loss of details and texture differences, mainly reflected in image blur, shadow changes,
and local highlights [1]. In view of these clues, some researchers have used Local Binary
Patterns (LBP) to analyze image texture information and use Support Vector Machines
(SVM) to classify living and non-living objects [2,3]. There are also three-dimensional
orthogonal plane local binary patterns LBP-TOP [4], Histogram of Oriented Gradient
(HOG) [5], and other features that analyze the texture difference of face images. However,
the degree of texture features of the face anti-spoofing method is not effective for low-
quality non-living face images. Ref. [6] proposes a detection method based on color
texture, and its experiments show that LBP features extracted from color space are better
than grayscale features in face anti-spoofing. These artificially designed discriminative
features perform significantly within a dataset. However, when detecting across datasets,
the detection performance of these methods decreases due to lighting differences in the
imaging environment. Ref. [7] introduced the Convolutional Neural Network (CNN) into
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the field of face anti-spoofing, and ref. [8] proposed a transfer learning method using CNN
for face anti-spoofing, designed the Face Anti-Spoofing Network (FASNet) by improving
the top of the Visual Geometry Group (VGG) network framework, and achieved good
detection results. Ref. [9] migrated the MobileNetV2 model to extract features from three
images: RGB, HSV, and LBP for fusion, and achieved a low error rate on the SiW dataset.
Some scholars improved the performance of the method through feature fusion. Ref. [10]
integrated the depth information on the depth map, the dynamic information on the optical
flow map, and the secondary imaging noise information on the residual noise map, and this
achieved good results on datasets. Ref. [11] claimed that conventional convolution struggles
to describe the intrinsic details of images and proposed a central difference convolution
network to capture the intrinsic information of non-living face images in RGB, depth, and
near-infrared modalities effectively. Ref. [12] proposed a model for face anti-spoofing based
on CNNs and brightness equalization.

The above methods focus on the global feature descriptions of the face image. They
do not consider the nose shadow mutation region and the cheek texture region that are
fairly different between living and non-living faces. When the number of network layers
of the CNN or FASNet model reaches a certain level, there will be a problem of gradient
disappearance, which may cause the performance of the model to degrade. Ref. [13] pro-
posed the channel attention mechanism named Squeeze and Excitation (SE). It adaptively
learns the importance of each feature, reassigns weights to different features, highlights
the importance of specific task features, and suppresses the features that are useless or
harmful to the task. Therefore, the feature expression ability of convolutional neural net-
works is improved. Ref. [14] proposed an end-to-end bone age assessment (BAA) model
based on lossless image compression and a squeeze-and-excitation deep residual network.
Ref. [15] used the ResNet model as a base model for ECG signal classification and tried to
improve performance through SE-ResNet. Ref. [16] established a ResNet with an attention
layer CBAM, which achieved a signal recognition rate of more than 90% for ten different
modulation types in a complex electromagnetic environment. The network performance
was superior to other deep learning methods. This paper used a deep residual network as
the backbone network, an embedded attention mechanism between the residual last layer
and the residual skip connection in each convolution block, and it is designed to improve
the residual convolution module. The attention mechanism can reweight the distribution
of different features of face images and enhance the ability of the network to express key
features with significant changes in details and textures in the nose and cheek regions.
Experiments show that the detection accuracy of the proposed network method is higher
than that of the neural network.

The remainder of this paper is organized as follows. Section 2 describes the construc-
tion of the face anti-spoofing model. Section 3 discusses the experimental results. Section 4
provides the conclusions.

2. Face Anti-Spoofing Model with Channel Attention Mechanism

Criminals use the face photos or videos of valid users to conduct identity authentica-
tion attacks, all of which need to be re-shot or resampled to form a non-living face. There is
a process of re-imaging or resampling to form a non-living face. There is texture smoothing
and a loss of details in the cheek texture region and the nose shadow mutation region of
the face image, which is quite different from the direct imaging of living faces. This paper
used this fact as the entry point. Combined with the attention mechanism, the feature
extraction module of the deep residual network is modified so that the network pays more
attention to the nose and cheek areas with large differences in shadows and textures in the
face image.

2.1. Deep Residual Network

Learning the different features between live and non-living face images by deep neural
network is important for recognition and classification. Scholars generally develop more
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different feature matrices to improve the accuracy of network recognition by deepening the
number of network layers. When the number of layers increases, the network performance
does not necessarily improve; rather, the network performance decreases as the number of
layers increases. In response to this problem, ref. [17] proposed a deep residual network
and applied it to the image recognition task. The deep residual network contains multiple
residual blocks with skip connections, and its structure is shown in Figure 1. Due to adding
a direct connection of information between the input image x and the output feature F(x),
the residual block can provide the next network unit with the critical information lost in the
convolution operation so that when the deep network degenerates, the shallow features
are transmitted to the deep layer to ensure that the network performance is not lost to the
shallow layer. Through the stacking of multiple residual blocks, a deep network structure
is formed so that the residual network can effectively alleviate the gradient disappearance
and performance degradation problems of the deep convolutional network.

Convolution layer
F(x)
X F(x)+x

Residual block

Figure 1. Residual unit.

In the conventional convolution operation, the spatial information and channel infor-
mation of width and height are fused for superposition calculation. By extracting features
globally and ignoring the different relationships between the channels, the features that are
useless for the task will also be extracted and become redundant information classification
criteria. When the face feature map is extracted by convolution, the example of the feature
map is obtained, such as in Figure 2. The figure is a partial feature map of the output
of the fourth activation layer in ResNet50. The reason for choosing this layer is that the
unimportant features are discarded after the activation function ReLU to highlight the
useful features, and at the same time, this layer is located in the superposition of shallow
residual blocks. The shallow detail features are preserved. From the Figure 2b—d, we can
see that when the input face image features are directly extracted by the residual block,
the importance of different filter features is not distinguished. Features mainly focus on
the edges of the face contour, nose, eyebrows, eyes, and other sudden color changes after
multiple residual convolutions. However, the ceiling lines in the overhead background
are also obtained as edge features. Although the skip connection operation in the residual
network alleviates the gradient disappearance problem caused by the deepening of the
network layer, it also transfers the useless feature information of the background area
from the shallow network to the deep layer, which will not be discarded in the process of
network optimization. Eventually, it becomes useless information in the living detection
criterion.

(b) (d)

Figure 2. Face image feature map of the fourth ResNet50 convolution layer output. (a) Original

image; (b—d) face feature map.
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2.2. Channel Attention Mechanism

In order to make the detection criteria of the network model focus on the nose and
cheek regions of the face with more differential feature information, the channel attention
mechanism SE module can adaptively adjust the weight distribution of features, so we
improved the ResNet50 network by embedding the channel attention mechanism SE
module. The SE module can enhance the network'’s ability to express different key features
in the nose and cheek regions of the face, suppressing the expression ability of useless
features in the background region of the face image. Thus, we used the SE module to
measure the importance of each filter feature of the acquired face image.

Figure 3 shows the specific structure of the SE module. Its functions can divide into
three parts: Squeeze, Excitation, and Reweight. We assume that the SE module receives
the face filtermatrix U extracted by the residual network convolution layer. The Squeeze
function performs a global average pooling operation on the feature matrix U, using
Equation (1) to compress the spatial dimension of U from H x W x Cinto 1 x 1 x C feature
vector z., z. expresses its global feature distribution, which is used to enhance key feature
channels and suppress non-key feature channels.

1 .
= mewk LU, M)

i=1j=1

Channel attention mechanism SE

conv —

¢ Reweight {7
W w

Figure 3. Channel attention mechanism SE module.

The Excitation function learns the weight of each feature channel to learn the correlation
between the feature channels. The excitation reduces and increases the dimension by setting
two fully connected layers. Finally, it uses the ReLU and Sigmoid activation functions to excite
the global features, learning the nonlinear relationship between features and assigning the
weight of each channel feature s., which can be expressed in Equation (2):

S¢ = U(wzFReLU (wlzc>)/ (2

where ¢ is the Sigmoid function, and w; and w; are the weight of the global feature. s is
the considered importance of each feature after feature weight assignment.

The Reweight function uses Equation (3) to multiply the channel weights, 5., and the
original face feature matrix ¢ to obtain the weights of adjusted features U, thereby enhanc-
ing the features of the nose and cheek regions of the face and reducing the importance of
the background region features.

U=s.-U (3)

2.3. Deep Residual Network with Channel Attention Mechanism

A residual network alleviates the problem of gradient disappearance by adding skip
connections, but it also retains some useless feature information. This paper’s research uses
an embedding channel attention mechanism to enhance the expressive ability of the facial
nose and cheek regions features and suppress the expressive ability of background region
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features. A residual network with an attention mechanism, referred to as SE-ResNet50,
is established. Considering the parameters of the model and expecting the shallow layer
of the network to reflect the details of the face, we embedded the SE module in the first
residual block of each convolution block. The SE module is embedded between the residual
last convolution layer and the residual skip connection in each convolution block, and this
block is called SE-Res. Figure 4 shows the structure of the SE-Res and SE-ResNet50.

Conv_block2

Conv_block3
Resx2
SERes Conv_block4
Resx2
SE-Res Conv_block5

Resx2

FC

Output
Figure 4. The structure of SE-ResNet50.

The SE-ResNet50 network consists of the first convolution layer, four convolution
blocks, and a fully connected layer. Each convolution block consists of a SE-Res block
and several residual blocks. For example, Conv_block2 consists of a SE-Res block and
two residual blocks, and each residual block consists of a tree convolution layer. The first
contains 64 convolution kernels with a scale of 1 x 1, and the second convolution layer
contains 64 convolution kernels with a scale of 3 x 3. The third convolution layer contains
256 convolution kernels with a scale of 3 x 3. Finally, to apply SE-ResNet50 to the face
anti-spoofing task, the number of neurons in the final fully connected layer is adjusted to 2
to correspond to live faces and non-living faces. After the fully connected layer, this paper
used softmax to calculate the predicted value of the final feature vector z prediction value
of each class j, y; € [0,1], which can be expressed in Equation (4).

yj(z) = ' 4)

Considering the probability value that y; is between 0 and 1, thus, the loss function
selected the cross-entropy error function, which can be expressed in Equation (5):

~—

loss =~ [I log(ys) + (1~ 1) Tog (1 — )] ®)

1
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where N is the total sample, /; is the actual label of sample i, and y; is the predicted
probability value of sample i.

3. Experiments and Analysis
3.1. Dataset

To verify the performance of the SE-ResNet50 model, experimental tests were per-
formed on the public face anti-spoofing datasets Replay-Attack and CASIA-FASD, and this
paper builds a data set of illumination changes to enhance the robustness of the model
to changes in lighting. The Replay-Attack dataset contains 1200 videos of 50 people, in-
cluding 200 living faces and 1000 non-living faces. The attack methods of non-living faces
include handheld videos, printed photos, and electronic photos. The CASIA-FASD dataset
contains 600 videos of 50 people, including 120 live faces and 480 non-live faces. The attack
methods of non-live faces include handheld videos, curved photos, and cut photos. Since
the influence of ambient lighting is not considered in the public dataset, this paper built
a small dataset. The dataset consists of a total of 15 live face videos with a pixel size of
640 x 480, and then the live face videos are played on a tablet computer for sub-sampling
to obtain their non-living face data. Some data samples are shown in Figures 5 and 6.

(©)
Figure 6. Examples of video faces in self-built dataset. (a) High light. (b) Normal light. (c) Dark light.

In this experiment, relevant parameters of the training network model were set as a
learning rate of 0.00001, iterations were 100 times, the batch size was 32, and the images
input to the network were normalized to 224 x 224 pixels.

3.2. Evaluation Metrics

A face anti-spoofing system is subject to two types of errors: either the real access is
rejected (false rejection), or an attack is accepted (false acceptance). Its performance is often
measured with the Half Total Error Rate (HTER), which is half of the sum of the False Rejection
Rate (FRR) and the False Acceptance Rate (FAR). Since both the FAR and the FRR depend on
a threshold 7, increasing the FAR will usually reduce the FRR and vice-versa. For this reason,
results are often presented using the Receiver Operating Characteristic (ROC) curve, which
plots the FAR versus the FRR. Equal Error Rate (EER) is defined as the point along the ROC
curve where the FAR equals the FRR. Finally, we also used Accuracy (ACC) to evaluate the
performance of the method by the percentage of correctly classified examples:

Accuracy = TP+ TN
Y"FPYENL TP+ TN

(6)



Electronics 2022, 11, 3056 7 of 12

where TP, TN, FP, FN represent the number of true positives, true negatives, false positives,
and false negatives, respectively.

3.3. Experimental Results and Analysis
3.3.1. Comparison Experiment of Different Network Models

To verify whether the deep residual network performs better than other ordinary deep
networks in the face anti-spoofing task, we conducted a comparative experiment. The
experiment selected VGG16 [18], and InceptionV3 [19] for comparative experiments. In
the results shown in Table 1 and Figure 7, ResNet50 has a higher detection accuracy than
VGG16 and InceptionV3 on Replay-Attack and CASIA-FASD datasets.

Table 1. Comparison table of results for accuracy of network model detection.

Network Model Replay-Attack CASIA-FASD
VGG16 0.9408 0.9305
InceptionV3 0.9381 0.9232
ResNet50 0.9694 0.9555
0.5 T T T T
— VGGI16
ResNet50
04| — TInceptionV3 | |

e

W
T

i

False Acceptance Rate(FAR)
=3
o

—
I

0.0 0.1 0.2 0.3 0.4 0.5

False Rejection Rate(FRR)
(@
0.5 T T T T
— VGGI6
ResNet50
04} — InceptionV3 | |
%
[
2
<
I 0.3} g
P
<
=
E
I
g 0.2} |
<
P
<
<
0.4 1
0.0 k\\ i
0

0.1 0.2 0.3 0.4 0.5
False Rejection Rate(FRR)

(b)

Figure 7. ROC curves for different network models. (a) Replay-Attack. (b) CASIA-FASD.
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In order to further analyze the experimental results, this paper adopts class activation
mapping (CAM) [20] to visualize the network output. CAM can indicate where the pre-
dicted value of the network is more sensitive to the pixel value in a certain part of the input
image. The more sensitive area represented by the CAM, the darker the color, which means
that the area is more distinguishable. Figures 8-10 show the results. Comparing the CAM
predicted by ResNet50, InceptionV3, and VGG16, the CAM predicted by the ResNet50
network has a deeper color and a larger region, indicating that distinctive feature regions
are learned by the ResNet50 network, and the predicted probability value would also
increase accordingly. According to the structure of the model, the analysis is because the
VGG16 network does not have residual settings, and the effective features may be missing
during the continuous convolution process. Thus, the CAM effective region is smaller than
the ResNet50 network. ResNet50 contains residual structure in the continuous convolution
of the network to extract features. The effective features of the shallow layer are retained
and added to the features extracted from the deep layer, so the effective region of the CAM
map is wider and concentrated. On the other hand, the InceptionV3 structure connects the
convolution kernels in parallel, the effective region of both living and non-living faces is
concentrated in the region below the mouth, and the difference in the mouth is not obvious.
According to the deviation of the predicted probability, InceptionV3 is not very suitable for
face anti-spoofing. Comprehensive analysis shows that ResNet50 with a deeper layer and
residual structure has a better effect on face anti-spoofing than VGG16 and InceptionV3.

o -
-

(b) (c) (d)

Figure 8. The visualization results of live face in the last layer network. (a) Original. (b) ResNet50.

(c) VGG16. (d) InceptionV3.
| ! u

Fo., [
*' (d)

Figure 9. The visualization results of photo face in the last layer network. (a) Original. (b) ResNet50.
(c) VGGL6. (d) InceptionV3.

&
ol

(d)

Figure 10. The visualization results of video face in the last layer network. (a) Original. (b) ResNet50.
(c) VGG16. (d) InceptionV3.
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3.3.2. Comparative Experiment for the Parameter r of SE Module

The reduction ratio r is an important parameter that can vary the capacity and com-
putational cost of the SE module in the model, and the value of r can also affect the
performance of the network model. So, in order to obtain the best value of the parameter r
suitable for this face anti-spoofing research, we set the parameter r at the values of 4, §, 16,
and 32 for experiments, and compared experiments with the residual network without the
SE module. The results are shown in Table 2 and Figure 11; the result of Table 2 shows that
adding the SE module can effectively improve model performance. When the parameter
r is smaller, the model is larger, but the model performance does not improve with the
increase of the model parameters. Moreover, from Figure 11, we can see that when the
value of 7 is 8 and 16, the model performance is relatively better. We Considered that the
actual situation would make the model easier to deploy. The value of r of 16 can be a good
choice between the performance and size of the model, so the parameter r is set to 16 in
this paper.

Table 2. Comparison table of results for parameter 7.

Replay-Attack CASIA-FASD Model Parameters
r o
EER ACC EER ACC (Ten Million)

- 0.46 0.9694 2.84 0.9555 -
4 0.22 0.9978 2.40 0.9697 2637
8 0.09 0.9991 1.76 0.9783 2498
16 0.02 0.9998 2.02 0.9775 2428
32 0.14 0.9986 2.28 0.9717 2393
0.05

— 4

8

0.04 == A9

== 32

0.03

0.02 4

0.01 _K\
0.00 R\K

False Acceptance Rate(FAR)

0.00 0.01 0.02 0.03 0.04 0.05
False Rejection Rate(FRR)

@

0.10

0.08 |-

0.06 |

0.04 |-

False Acceptance Rate(FAR)

0.02 -

—

0.00 L | e ———
0.00 0.02 0.04 0.06 0.08 0.10

False Rejection Rate(FRR)
(b)

Figure 11. ROC curves for different r values. (a) Replay-Attack. (b) CASIA-FASD.
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In the same way, this paper wanted to further analyze the detection effect of the
residual network with and without the introduction of the SE module on the living face.
We visualized the activation layer output after the first residual block, conv_block2, which
is in both SE-ResNet50 and ResNet50. The visualized results are shown in Figure 12. It
can be seen that the effective region of the CAM without the SE module is concentrated on
the ceiling line and the face contour line of the background, while the effective region of
the CAM with the attention mechanism is more concentrated on the face region, and the
effective region of the background is also reduced.

Figure 12. Visualized results. (a) Original. (b) ResNet50. (c) SE-ResNet50.

3.3.3. Comparison Experiment with Existing Methods

To demonstrate the advantages of the model established in this paper, we compared experi-
ments with the LBP [2], LBP-TOP [4], CNN [7], FASNet [8], Patch+depthCNN [21], LiveNet [22]
and MSR-Attention [18]. From Table 3, it can be seen that FASNet, Patch+depthCNN, LiveNet,
MSR-Attention [23], and SE-ResNet50 are better than the single feature method of the litera-
ture [7], LBP [2], and LBP-TOP [4]. Our proposed method, SE-ResNet50, has a low detection
error rate and stable performance on Replay-Attack and CASIA-FASD datasets. SE-ResNet50
can capture the key difference regions between living and non-living faces, and it can effectively
resist the attacks of non-living faces.

Table 3. Comparison table of results with existing methods.

Replay-Attack CASIA-FASD
Method
EER HTER EER HTER
LBP 14.41 15.45 24.63 23.19
LBP-TOP 7.9 7.6 - -
CNN 4414 2.53 6.98 6.99
FASNet 0.16 0.04 5.25 11.34
Patch + depthCNN 0.79 0.72 2.67 2.27
LiveNet - 5.74 - 4.59
MSR-Attention 0.21 0.39 3.15 -
SE-ResNet50 0.20 0.02 2.02 1.84

3.3.4. Enhance the Robustness of the Method to Illumination

In this experiment, the Lenovo notebook computer was used to adjust the video
brightness to simulate the changes in ambient light: the high light was 150% of the normal
light intensity, and the dark light was 50% of the normal light. The samples of ten people
in the dataset were divided into a training dataset, and the remaining five people were
used as the test dataset. The experimental results are shown in Table 4. It can be seen
from Table 4 that although the accuracy rate decreases with the change of illumination,
the detection accuracy rate of the model is still above 97.73%. Under the three lighting
conditions, the performance of the model is not much different. When the training data
is given enough samples with different lighting conditions, the model can learn attacks
under different lighting conditions. The change of light affects the detection results of
living faces much more; for example, the video attack is not affected by the light because
of the brightness of the screen, and if the light is too dark or too bright, the paper photo
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attack cannot detect the face. Therefore, when the training set is given to the network to
learn more live face samples under different illumination, the network model can avoid the
influence of illumination to a certain extent and enhance the robustness of the method.

Table 4. Comparison table of results under different ambient lighting.

Ambient Light Conditions EER ACC
High light 1.32 0.9792

Normal light 1.13 0.9798

Dark light 1.71 0.9773

4. Conclusions

Focusing on the differential features of facial shadows and details between living and
non-living face images, this paper used the channel attention mechanism to transform
the feature convolution module of the deep residual network, strengthening the network
model’s ability to extract and represent key differential features in the nose color mutation
region and cheek texture region of the face. We embedded a channel attention mechanism
module in the residual block in each convolution block with a total number of four. Thus, we
proposed a face anti-spoofing method SE-ResNet50. Compared with the original ResNet50
network, SE-ResNet50 has 3.05% and 2.20% higher detection accuracy on Replay-Attack
and CASIA-FASD datasets, respectively. Compared with other existing methods, it has
a more stable and excellent detection effect on non-living face photo and video attacks.
Finally, we can try to fuse other features to enhance our method, such as the face heart
feature, to increase the ability to defend against more realistic 3D masked faces.
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