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Abstract: The high level of technological development has enabled fake news to spread faster than
real news in cyberspace, leading to significant impacts on the balance and sustainability of current
and future social systems. At present, collecting fake news data and using artificial intelligence to
detect fake news have an important impact on building amore sustainable and resilient society. Exist‑
ing methods for detecting fake news have two main limitations: they focus only on the classification
of news authenticity, neglecting the semantics between stance information and news authenticity.
No cognitive‑related information is involved, and there are not enough data on stance classification
and news true‑false classification for the study. Therefore, we propose a fake news analysis method
based on stance information for explainable fake newsdetection. Tomake better use of newsdata, we
construct a fake news dataset built on cognitive information. The dataset primarily consists of stance
labels, along with true‑false labels. We also introduce stance information to further improve news
falsity analysis. To better explain the relationship between fake news and stance, we use propen‑
sity score matching for causal inference to calculate the correlation between stance information and
true‑false classification. The experiment result shows that the propensity score matching for causal
inference yielded a negative correlation between stance consistency and fake news classification.

Keywords: stance information; fake news analysis; explainable AI system; PSM

1. Introduction
A large amount of fake news spreads on the Internet, giving rise to an information epi‑

demic that significantly impacts the balance and sustainability of the current and future so‑
cial systems. According to a survey of current fake news detection methods, deep learning
models are commonly used for semantic feature extraction [1–3]. In addition, fake news
detection can also be accomplished through knowledge augmentation combined with the
consideration of user comments [4–6]. Furthermore, fake news has complex underlying
reasons, underscoring the importance of its interpretability in the detection process. Not
only does this help gain a high degree of trust from the audience through explanations,
but it also effectively improves detection performance by continuously optimizing expla‑
nations [7]. Although the research field of explainable fake news detection has achieved
some results, it is still far from meeting expectations.

Among the intricate elements of news, the stance information of the news subject
has become a critical factor in judging the credibility of the news. When analyzing fake
news through stance detection, the combination of stance detection with knowledge and
deep learning method modeling enables effective analysis [8,9]. Numerous studies have
demonstrated the effectiveness of incorporating stance information into the detection and
analysis of fake news [10,11]. However, the current fake news detection methods with
stance information are still limited in performance and face the following challenges:
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(1) Lack of task‑related datasets. Existing methods strive to make full use of public
datasets but lack stance information data that exclude cognitive information related
to partisanship and bias. In addition, fake news also suffers from serious imbalance
problems in the real world, and it is necessary to further explore how to effectively
utilize existing data with data as the center to improve the accuracy of fake news
detection.

(2) Lack of stance information application. The current fake news detection work only
distinguishes the authenticity of fake news detection from the level of semantic infor‑
mation. Although the fake news detection model can provide the detection results
of news authenticity, users often do not knowwhether such detection results are reli‑
able. Previous studies have solely focused on technological innovations in the aspect
of authenticity identification of fake newswithout considering stance information for
explainable fake news analysis.
In this paper, we aim to tackle the above issues by introducing a fake news analysis

method: Stance Classification Fake News Analysis (SC‑FNA). The advantages of SC‑FNA
are three‑fold: (1) Utilizing stance information: we combine cognitive information and
surveys to construct a fake news dataset, which has both stance labels and true‑false labels.
(2) Addressing imbalanced data: to overcome the problem of imbalanced data classifica‑
tion, we propose an integrated data augmentation method to form an extended dataset for
research. (3) Explaining the relationship between fake news and stance information: we
use propensity score matching (PSM) for causal inference to calculate this relationship.

The main contributions of our paper are summarized as follows:
(1) Fake News Dataset with Stance Classification: We build a fake news dataset with

both stance classification and fake or real classification. Through manual annotation,
we use cognitive questionnaire surveys and mathematical modeling to integrate an‑
notations for controlling the external factors of artificial bias.

(2) Integrated Data Augmentation Algorithm: We propose an integrated data augmen‑
tation algorithm. We use the existing data augmentation algorithms to combine and
compare, and then explore the data augmentation algorithm combination that can
best improve the accuracy performance.

(3) Explainable Fake News Analysis Method with Stance Information: We propose a
fake news analysis method with stance information to form an explainable artificial
intelligence system. We use the propensity score matching method to perform causal
inference on the fake news and calculate the correlation between fake news classifi‑
cation and stance consistency.
The detailed chapters are arranged as follows: Section 2 is the related work.

Section 3 is the FORSDdatasetwith both stance classification and true or false classification.
Section 4 is the problem statement. Section 5 is the fake news analysis method with stance
information. Section 6 is the experimental results and analysis. Section 7 is the conclusion.

2. Background and Related Work
2.1. Fake News Detection and Stance Detection

With the development of intelligent media and under the influence of the information
epidemic, the spread of fake news has a significant negative impact on both society and
individuals. From the perspective of specific research tasks, fake news detection can be di‑
vided into different subtasks: stance detection, topic detection, and fake news analysis [12].
As a crucial subtask, stance detection plays a vital role in extracting authenticity clues for
identifying fake news [13]. Specifically, natural language processing technology is utilized
for stance detection to assess the consistency of stance expressions in news text [14].

In 2017, the FNC‑1 FakeNewsChallengewas launched,making stance detection a key
initial step in fake news detection [15]. Stance detection essentially refers to the attitude
expressed in text data toward a specific target, such as an event, person, or policy [16].
Depending on the target type, stance detection can be further categorized into single‑target
stance detection, multi‑target position detection, and cross‑target position detection [17].
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In addition, based on text granularity, it can be divided into sentence‑level and chapter‑
level stance detection [18].

In specific research endeavors, themethods for stance detection in fake newsdetection
are continuously improvingwith the development of natural language processing technol‑
ogy. Noteworthy methodologies include stance detection based on traditional machine
learning techniques, such as decision trees and Naive Bayes, to select appropriate models
for feature representation [19]. Alternatively, considering the relationship between emo‑
tions and selected targets, stance detection can be jointly accomplished with the seman‑
tic representation of emotional features [20]. Moreover, stance detection based on deep
learning effectively captures grammar and syntactic information for accurate stance detec‑
tion [21]. Finally, utilizing pre‑trained models like BERT, GPT, and other pre‑trained lan‑
guage models for semantic representation enables the accomplishment of the final stance
detection task through fine‑tuning techniques [13]. At present, stance detection is per‑
formed through small‑dsample and multi‑task learning [22,23], and there are also promis‑
ing studies on stance detection using large language models [24].

2.2. Explainable Fake News Detection
Explainable AI systems for natural language processing can be divided into inter‑

pretable model structures and interpretable model behaviors. For explainable fake news
detection, it can also be roughly divided into two categories. The interpretablemodel struc‑
ture analysis is to analyze and understand the internal structure of the model through in‑
terpretable technology and to understand the working principle and working mechanism
of the model. Song [25] proposed XFlag, an explainable AI (XAI) framework, which used
LSTM for a fake news detectionmodel and used the Layered Relevance Propagation (LRP)
algorithm to explain the model. Wu [26] used a knowledge graph‑enhanced representa‑
tion learning framework for embeddings to detect fake news. Yu [27] used a multidisci‑
plinary language synthesis method to train features that humans can understand and then
used these features to train a deep learning classifier with a bidirectional recurrent neu‑
ral network (BRNN) structure to make the classifier interpretable in news data, leading to
stronger detection results.

The interpretable model behavior analysis involves performing interpretable analy‑
sis on the results predicted by the model and providing the basis for the predicted re‑
sults. Yi et al. [28] utilized the Graph‑aware CommonAttentionNetwork (GCAN) to judge
the authenticity of source tweets in social media and provide explanations for the results.
Hai et al. [29] proposed an automated interpretable decision system, QA‑AXDS, based on
quantitative argumentation, which can provide users with explanations about the results.
Ni et al. [30] used theMulti‑ViewAttention Network (MVAN) to detect fake news in social
networks and provide an explanation for the results. In order to reduce the risk brought by
the spread of fake news, in addition to the interpretability analysis of the model structure
through machine learning, it is also necessary to carry out an explainable analysis of the
model behavior of fake news. At present, whether it is from the analysis of model structure
or from the analysis ofmodel behavior, explainable artificial intelligencemethods have not
formed a complete solution.

At present, most of the existing methods have limitations. The existing research has
only focused on one of the stance classification or authenticity classification of news while
ignoring the relationship between them, resulting in the insufficient interpretability of fake
news analysis.

3. FORSD: A Dataset for Fake News Stance Information
To enable our study of stance classification and to facilitate further research in explain‑

able fake news analysis, we created a new available dataset that includes annotations for
stance judgments.
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3.1. Extracting Data for the Dataset
The primary dataset used for the labeling work is the “Fake_or_real_news” dataset

published on Kaggle, which has been commonly used in previous studies for fake news
detection applications.

This dataset consists of news data from two mainstream media sources, containing
both true and fake news articles. Each data entry content includes the news ID, title (title),
text (text), and true/false labels (label). The news topics cover political news, as well as so‑
cial and technology news. The dataset contains a total of 6335 pieces of data, with an equal
ratio of true and false news articles (1:1). Before commencing the dataset labeling work,
we randomly sampled 2100 pieces of data by random sampling from the overall dataset.
At the same time, to maintain fairness in the subsequent fake news analysis research, the
ratio of true to false data of 2100 pieces of data was 1:1. As for the subject matter of news
material, all political news material in the data was selected.

3.2. Labels for the Dataset
In terms of the selection of annotators, the study initially recruited 76 annotators. Be‑

fore commencing data labeling, we conducted relevant demographic statistics. Specifi‑
cally, in demographic statistics, in order to avoid gender bias when recruiting labelers, we
ensured a balanced ratio of male to female annotators, maintaining a 1:1 proportion. In
addition, for education statistics, we maintained an equal ratio of undergraduate to grad‑
uate students, also at 1:1. Finally, in view of the dataset’s focus on political news and the
sensitivity of the relevant political ideology, we conducted a partisan bias cognitive test
of the annotators, In addition, a questionnaire was distributed to investigate any political
bias. After the first round of questionnaires and modeling, we took measures to rule out
obvious partisanship. Subsequently, we carefully screened the annotators and ultimately
selected 60 volunteers who were best suited for the labeling task. The final selection main‑
tained an equal 1:1 ratio of males to females and an equal 1:1 ratio of undergraduate to
graduate education.

During the specific annotationwork process, we adhered to the same stance definition
as utilized in the FNC‑1 dataset. Consequently, for each data instance, the stance judgment
was categorized into four distinct classes, as presented in Table 1.

Table 1. The definition of stance.

Stance Definition

Agree The stance of the body and the title is the same
Disagree Inconsistent stance between body and title
Unrelated The content of the body and title is irrelevant

Discusses The main body and the title express the same
theme, but there is no clear stance

The dataset annotation work in this paper draws inspiration from Luo’s research [31].
The specific process was as follows: 8 labels were collected for each piece of data, and a
total of 16,800 labels were obtained. Similarly, during the labeling process, we found that
the labels of some labelers were more reliable, so we chose to use the Bayesian model to
aggregate the annotations of each data, and we assigned the label with the highest proba‑
bility to each data on the basis of the Bayesian model. At the same time, in order to verify
the consistency of data annotation by different annotators, the Kappa coefficient was used
to measure consistency.

Manual labelingwas conducted, but itwas constrained by the limitations of the dataset
itself and the experimental conditions, resulting in a more serious classification balance
problem. The Kappa coefficient was introduced to perform the consistency check. During
the experiment, the dataset was corrected according to the existing evaluation results, and
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any incorrect labels in the existing manual labeling indicators were manually corrected.
Based on the confusion matrix, the kappa coefficient was calculated as follows.

kappa =
u0 − ua

1 − ua
(1)

where u0 is equal to the ratio of the sum of the diagonal elements to the sum of the elements
of the whole matrix, which is equivalent to the accuracy. We multiplied the sum of the
elements of row i and the sum of the elements of column i and then added them. Then, we
divided the sum by the square of the sum of all elements in the matrix; the resulting ratio
was ua.

3.3. Dataset Statistics
The dataset FORSD, which has both stance labels and true or false labels, is based

on the original public fake news dataset. The statistics of the stance labels are shown in
Figure 1. FORSD describes the consistency between news headlines and news content
through four categories of stance labels: “Agree”, “Disagree”, “Discusses”, and “Unre‑
lated”. FORSD contains 2100 news documents, of which the news judged as “discussed”
accounts for 50% of the entire dataset, while the news judged as “agree” accounts for about
30%. The rest, judged as “unrelated” and “disagree” news, accounts for about 13% and 7%.
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The distribution of FORSD’s annotation results generally conforms to the fake news
stance expression characteristics of the news frame theory. In order to arouse readers’ in‑
terest in reading the news text, news writers often express clear opinions or give positive
conclusions in the headline. News with high dissemination effectiveness tends to gain a
high degree of trust in the news content from readers. One type of news that achieves high
trust is characterized by the fact that the headline and the conclusions and opinions in the
main body are consistent with each other. Meanwhile, vague discussions of the authentic‑
ity of events provide only ambiguous opinions or conclusions. In FORSD, the proportion
of news marked as “discussed” and “agree” in the entire dataset is much higher than that
of news marked as “disagree” and “unrelated”, which proves the relationship between
news characteristics and news dissemination. It is an example of the FORSD’s data, as
presented in Table 2.
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Table 2. An example of the FORSD dataset.

Title 1 Text Label Stance

You Can Smell Hillary’s Fear

Daniel Greenfield, a Shillman Journalism Fellow at the
Freedom Center, is a New York writer focusing on
radical Islam. In the final stretch of the election, Hillary
Rodham Clinton has gone to war with the FBI.

Fake Agree

Kerry to go to Paris in gesture
of sympathy

U.S. Secretary of State John F. Kerry said Monday that
he will stop in Paris later this week, amid criticism that
no top American officials attended Sunday’s unity
march against terrorism.

Real Disagree

Tehran, USA

I’m not an immigrant, but my grandparents are. More
than 50 years ago, they arrived in New York City from
Iran. I grew up mainly in central New Jersey, an
American kid playing little league for the Raritan Red
Sox and soccer for the Raritan

Fake Unrelated

Donald Groped Hillary in
2005! Trump and Weiner Sext
Each Other!

Topics: anthony weiner, presidential politics, American
Politics, Donald J. Trump, Groping, Clinton’s emails
Friday, 4 November 2016

Fake Discuss

4. Problem Statement
Our goal was to build an explainable fake news analysis model which introduces

stance information. Given a piece of news data with text content N, set the title T as the
target. A represents the stance of the title, and B represents the stance of the body; we need
to compare A and B.

Stance Classification: If A and B are consistent, the news internal stance is considered
to be classified as agree; if A and B are inconsistent, the news internal stance is considered
to be classified as disagree; if A or B does not involve any stance information, the news
internal stance is classified as unrelated; if the relationship between A and B cannot be de‑
termined, the news internal stance is classified as discuss. Therefore, it can be determined
that the mapping relationship between the two is:

DT : N → {Agree, Disagree, Discuss, Unrelated}∀n ∈ N

Explainable FakeNewsAnalysis: According to the propensity scorematchingmethod
in causal inference, explainable news analysis is defined as a propensity value matching
calculation problem between stance information and news classification, and its purpose is
to determine the correlation between stance information and news classification. Formally,
stance information aims to find a relationship:

DT : N → Y

where Y ∈ {0, 1} represent the fake news and true news.

5. Method
5.1. Overall Framework

The overall architecture is shown in Figure 2. We introduced a novel explainable fake
news analysis method that enhances the explanation and credibility of fake news analy‑
sis by combining news classification and stance information. Our model comprises the
following components:
(1) Integrated Data Augmentation Module: Aiming at the imbalance of stance classifi‑

cation data in the dataset, we proposed an integrated data augmentation algorithm.
This module primarily conducts data augmentation on existing data to form an ex‑
tended dataset.
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(2) Stance Classification Module: We introduced a stance classification model based on
a pre‑trained model. Specifically, the BERT pre‑trained model is used for text repre‑
sentation, followed by the classification task.

(3) Explainable Analysis Module: In order to make full use of the stance information
of news, an explainable analysis module that combines stance information was pro‑
posed. Here, we employed the propensity scorematchingmethod to analyze the rela‑
tionship between stance consistency and fake news, thereby providing interpretable
reasons for the classification of fake news.
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In the SC‑FNA (Stance Classification Fake News Analysis) process, given a piece of
news data, the following steps are undertaken. The data augmentation module is utilized
to form an extended dataset for research. Then, the data are input into the stance classi‑
fication module, which is based on the BERT pre‑trained model, and the stance semantic
features are extracted for stance classification. Subsequently, the news data with stance
classifications undergoes analysis through the fake news analysis module. In this step, the
propensity score matching calculation method is employed, utilizing the stance classifica‑
tion information to explain the relationship between the stance consistency and the true or
false classification of the news.

5.2. Data Augmentation Network
EDA (easy data augmentation) [32] is a data expansion method to generate new sam‑

ples (add‑data) from the original text. It involves utilizing the training set to build the
model that improves classification performance and generalization ability. EDA has four
basic operations: random insertion (RI), random deletion (RD), random swap (RS), and
synonym replacement (SR).

AEDA (an easy data augmentation) [33] was proposed as a method for achieving
data augmentation by randomly inserting punctuation marks. The approach involves
randomly choosing the length of a sequence of numbers between 1/3 and 1 to represent
random multiple insertions. The positions in the sequence are also randomly assigned as
many as the number of randomly chosen punctuation marks. Finally, for each position
selected, a punctuation mark is randomly selected from the six punctuation marks {“.”, “;”,
“?”, “:”, “!”, “,”} for punctuation insertion. An example of AEDA is shown in Table 3.

Table 3. An example of AEDA.

AEDA Sentence

NONE On top of that, Papadopoulos wasn’t just a covfefe boy for Trump
AEDA.eg1 On top of. that, Papadopoulos wasn’t just a covfefe boy; for Trump;
AEDA.eg2 On, top., of that, Papadopoulos wasn’t just a covfefe boy; for Trump
AEDA.eg3 : On, top of. that, Papadopoulos wasn’t just a covfefe boy; for Trump!
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BT (back‑translation) is a data augmentation strategy which has been proved to be
effective and stable in previous research experiments. The specific technical methods are
as follows: (a) perform a translation operation on the sentence x and translate the source
language L1 into the intermediate language L2; (b) retranslate the intermediate language
L2 back into the source language L1 to obtain the text data after data enhancement. Among
them, the language set L includes multiple languages, such as simplified Chinese, English,
French, Spanish, and other intermediate languages.

The EDA, AEDA, and BT text data augmentation methods are all common and effec‑
tive text augmentation methods, but these three methods are independent of each other.
Inspired by ensemble learning, we combined three methods in different ways instead of
choosing a complex mathematical algorithm. We used a large number of experiments to
obtain the best combination of methods and finally obtained extended text to obtain more
training data and text features.

Specifically, in the integrated data enhancementmodule, we used the EDAandAEDA
algorithms. In each iteration, a text was input based on the parameter “naug”, and five op‑
eration functions (RS, RI, RD, SR, insert punctuation) were performed to create augmented
data. For the BT module integrating the data augmentation algorithm, in each iteration,
the source language of the text to be translated was set to English, the translation language
was set to Spanish, and the Spanish text was obtained through translation. Then, we in‑
put the Spanish text into the back‑translation process, set the translation source language
to Spanish, and set the translation language to English to obtain the output result of the
back‑translation module. The overall frame diagram is shown in Figure 3.
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5.3. A Model for Stance Classification
We used the BERT‑based [34] pretrained model as a classifier for stance classification.

The main pre‑trained process of the BERT pre‑trained model is to simultaneously train a
masked language model using large‑scale corpus data and make the following sentence
prediction. When the entire pre‑trained process is complete, the BERT pre‑trained model
can be used for downstream tasks. The overall frame diagram is shown in Figure 4.
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• Input layer

For a sentence x1x2 . . . xn, y is the original input of BERT. x is used for input. x is
obtained by the correlation mapping of y. The relevant mapping contents are: (1) word
vector matrix; (2) block vector matrix; (3) position vector matrix. The specific formula is:

y = [CLS]x1x2 . . . xn[SEP] (2)

x = IR(X) (3)

where n is the sentence length. [CLS] is the special marker for the start of text sequences.
[SEP] is the separation marker between text sequences.

• BERT encoding layer

The BERT coding layer consists of a 12‑layer Transformer encoder structure. In the
coding layer, the input representation x is encoded by a multi‑layer encoder, and the self‑
attention mechanism in the model structure can be used to perform the semantic associa‑
tion of words and then obtain the sentence with context. The semantic representation of
relation is l ∈ RN×o. The symbol o is used to denote the hidden layer dimension of BERT.

l = BERT(x) (4)

Given that the NSP task is performed in the BERT pre‑training stage, in which BERT
uses [CLS] bit prediction, the same method is usually chosen for classification prediction
in text classification tasks. Specifically, l0 is represented by the hidden layer, which corre‑
sponds to the [CLS] bit corresponding to the model; in the specific model structure, [CLS]
is the first element in the sequence value input, so l0 value is constructed from the repre‑
sentation of the first component of l.

• Classification output layer

After the BERT coding layer, the hidden layer representation l0 corresponding to the
[CLS] bit can be obtained, and then a fully connected layer needs to be used for prediction.
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Finally, the predicted classification label corresponding to the input text is obtained. The
specific calculation formula is:

B = so f tmax
(

l0k0 + n0
)

(5)

where k0 ∈ Rd×w represents the weight of the fully connected layer. n0 ∈ Rw represents
the fully connected layer bias. w represents the number of classification labels. Finally, the
probability distribution B ∈ Rw and the real label value t in the classification are subjected
to cross‑entropy loss learning, which can realize the learning of model parameters.

5.4. Explainable News Analysis Method
The concept of propensity score [35] originated in 1983. It refers to the conditional

probability that a research object is affected by certain independent variables while being
able to control for the observed confounding variables. This causal analysis approach is
reliable because the researcher can control the propensity score to reduce the effect of selec‑
tion error on causal conclusions. Further, propensity score matching is a specific method
of controlling the propensity score.

Specifically, propensity score matching involves pairing the research objects that can
be affected by the independent variable with the research objects that the independent
variable does not affect. This ensures that the matched research objects have equal or
similar propensity score. Therefore, the basic steps of propensity score matching include
three steps:
• Calculate propensity score;
• Matching calculation by propensity score;
• Match the sample values to calculate the causal coefficient.

Using the BERT pre‑trainedmodel allows for the conversion of high‑dimensional and
massive data into structured data, providing a basis for subsequent causal analysis.

In the fake news explainable analysis module, propensity score matching (PSM) is
used to infer the causal relationship, that is, the causal relationship between the consis‑
tency stance of news headlines and body text and the authenticity of news. Based on
the mainstream media’s news text framing theory, we proposed the following research
causal hypotheses:
• If the stance of news headlines is inconsistent with the stance of news body, news is

more likely to be fake news.
• If the stance of news headlines is consistent with the stance of news body, news is

more likely to be true news.
The FORSD dataset is a dataset with both stance and true or false. The SC‑FNAmodel

can be used for stance classification, and the fake_or_real news dataset is used for stance
labeling. We can obtain 6335 pieces of data with stance labels, and the ratio of true to false
is 1:1. Before performing the propensity score matching calculation, 750 pieces of data
were randomly selected. The specific research steps were:

Step 1: Calculate the propensity score
The propensity value e(Li) represents the probability that a sample i in the data is

affected. If such an effect can be specified as a binary variable, then the propensity score
refers to the indicator variable that is affected or not. The calculation formula of the propen‑
sity score e(Li) can be obtained, that is, the effective control of the observable covariate Li
is carried out. Based on this, it is set as a binary variable, then the propensity value refers
to the affected or unaffected indicator variables. On this basis, it is set as a binary variable,
and the propensity score refers to the indicator variable that is affected or not affected. Fi‑
nally, the calculation formula of the propensity score e(Li) is obtained. We performed an
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effective control of the observed covariate Li, and on this basis, we can obtain the probabil‑
ity that the sample i is affected (Mi = 1):

e(Li) = P(Mi = 1|Li) (6)

The most significant feature of the propensity score is that it allows for dimensional
reduction when there are multiple covariates. It simplifies the dimensionality of the mul‑
tidimensional covariates to a one‑dimensional probability value, which helps balance the
covariate between different groups.

Step 2: Match score and effect estimation
The concept of matching refers to the pairing of samples from the experimental group

and the comparison group, and the matched samples are samples from different groups
but with similar propensity values. In the matching process, if one‑to‑one strict match‑
ing will result in a very small number of available samples, and some samples cannot be
matched at all, then an applicable matching method is sought. However, no matter which
matching method is used, the calculation expression is the same. The following formula is
the utility value of the experimental group after matching the sample:

α̂TT,M =
1
n1 ∑i

[
(ai|bi = 1)− ∑j wi,j(ai|bi = 0)

]
(7)

where n1 represents the sample size of the experimental group; i and j represent the in‑
dex values of the experimental group and the comparison sample sequence, respectively;
and wi,j represents the weight of the compared samples when the samples are repeatedly
matched. The calculation formula of α̂TT,M and ATT (Average Treatment Effect on the
Treated) is:

ATT = E
(
a1 − a0

∣∣b = 1
)

= E
(
a1
∣∣b = 1

)
− E

(
a0
∣∣∣b = 1

)
︸ ︷︷ ︸
can‘t observe

= E
(
a1
∣∣b = 1, e(L)

)
− E

(
a0
∣∣∣b = 0, e(L)

)
︸ ︷︷ ︸

match the sample o f control group

(8)

In this study, the samples of the experimental group could not observe the coun‑
terfactual result, that is, E

(
a0
∣∣b = 1

)
. Therefore, we used the propensity score matching

method to explore the research hypothesis at the same time, choosing E
(
a0
∣∣b = 0

)
instead

of E
(
a0
∣∣b = 1

)
.

5.5. Training
The formula for calculating the cross‑entropy loss is as follows.

Loss = −1
k

k

∑
i=1

c

∑
j=1

y(i)j logŷ(i)j (9)

where y(i)j represents the actual output result, and ŷ(i)j represents the predicted probability
of the model. i is used to represent the sample, and j is used to represent the category.

When there is a significant discrepancy between the expected value and the actual
value, it indicates that the model’s prediction performance is poor, and the negative loga‑
rithm is infinite; on the contrary, when the predicted value and the actual value are close,
the prediction performance of the model is good. According to the formula, the logarithm
takes a negative value, and it can be seen that the entire change law is exponential, which
can be summarized as follows: the model performs poorly, the loss function gradient is
large, and the model learns quickly; the model performs better, the loss function gradient
is small, and the model learns slowly.



Electronics 2023, 12, 3367 12 of 21

According to the above analysis, the essence of the cross‑entropy loss function is to
operate the Bernoulli distribution of the multi‑category output results and finally realize
the maximization of the log‑likelihood function. For the stance detection task, stance is
defined as four categories of “agree”, “disagree”, “irrelevant”, and “discuss”, which is a
typical textmulti‑classification task. Therefore, the cross‑entropy loss functionwas used in
this experiment. A further simplification, the cross‑entropy loss function for the negative
log‑likelihood loss is expressed as follows:

Loss = − 1
n

n

∑
i=1

logŷ(i)m (10)

where ŷ(i)m represents the prediction probability of the model for the sample on the correct
class m.

6. Experiments and Results
6.1. Experimental Setup

Step 1 (datasets): The FNC1 dataset is the competition dataset for the FakeNews Chal‑
lenge [36], the statistics of the FNC1dadaset as shown in Table 4. The FNC1dataset consists
of pairs of title and body texts, each with a corresponding stance classification label. The
dataset has four files: train_bodies.csv, consisting of text body and ID; train_stances.csv,
consisting of stance classification, article title, and ID; test_bodies.csv, consisting of text
body, ID, and position classification; and article test_stances.csv, consisting of title
and ID. The train dataset contains 64,205 data entries, while the test dataset contains
28,972 data entries.

Table 4. The statistics of the FNC1 dataset.

Stance
Number

Train Test

Agree 4935 2237
Disagree 2242 1069
Unrelated 9813 4643
Discusses 47,215 21,023

total 64,205 28,972

Step 2 (evaluation metrics): Precision is the classification accuracy, which is mainly
used to measure whether the classifier can correctly identify the category of the sample
during the classification process. It is often referred to as the precision rate. If it corre‑
sponds to the positive samples and negative samples, precision represents the proportion
of samples identified as positive samples during the classification process, among which
the proportion of correctly predicted samples. Recall, also known as the recall rate, is an‑
other classification accuracy metric that represents the proportion of correctly predicted
positive samples among all actual positive samples. The F1 − score is a comprehensive
evaluation index that takes into account both precision and recall.

Precision =
TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)

Fb =

(
1 + b2)·Precision·Recall
b2 × Precision + Recall

(13)
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Compared with the two‑class classification, the evaluation indicators of the multi‑
classification are relatively complex. In order to more accurately judge the accuracy of
each classification in the prediction probability, considering the class imbalance problem
of themulti‑classification dataset, theweight of each class is calculated so that the precision
can be known. Recall is the weighted average of the corresponding precision and recall
for each category. The corresponding calculation formula of Weight − F1 is:

Precisionl =
TPl

TPl + FPl
(14)

Precisionweighted =
∑L

l=1 Precisionl × wl

|L| (15)

Recalll =
TPl

TPl + FNl
(16)

Recallweighted =
∑L

l=1 Recalll × wl

|L| (17)

Step 3 (implementation details): The hidden layer dimension is 256, the learning rate
is set to 2 × 10−5, and the dropout rate is 0.1. Len_max is set to 350 for the maximum
sequence length.

6.2. Baseline
In order to verify the effectiveness of the BERT pre‑trained model used in this paper

on the performance of the multi‑stance classification task, different classical network mod‑
els were introduced as comparison models in the experiments. In the experiments, these
models were used in the selected datasets at the same time, and their parameters were
adjusted based on the specific dataset conditions to optimize the classification accuracy.

• SVM [37]: A Support Vector Machine model performs stance classification relying on
manually extracted features.

• LSTM [38]: The most basic LSTM network model was selected as one of the compar‑
ison methods. This model was applied to various NLP tasks. There is no attention
mechanism in the network structure. This model retains the word order relationship
of the input text features but does not have an attention mechanism.

• BIMPM [39]: This model, proposed in the FNC1 FakeNews Challenge competition, is
similar to checkingmatching verbatim, using a bidirectional RNN to separately repre‑
sent the contextual representation of the headline and body text and then computing
the cosine similarity between the headline and body context representation vectors.

• featMLP [40]: featMLP is the model that achieved second place in the FNC, which is
an ensemble of multi‑layer perceptron (MLP) with six hidden layers and a Softmax
layer each. This system uses a variety of models to obtain the feature.

• BiLSTM [41]: The Long Short‑TermMemory (LSTM) model is an optimization model
for recurrent neural networks, which can solve the gradient disappearance problem
that arises in long sequence learning. To learn contextual information better, a bidirec‑
tional LSTM (BiLSTM) model is proposed based on LSTM. BiLSTM is a combination
of a forward LSTM and a backward LSTM, capable of encoding the input data in both
directions.

• BiLSTM‑Attention [42]: BiLSTM‑Attention is a neural network structure that com‑
bines BiLSTM and the attention mechanism. BiLSTM consists of bidirectional LSTMs,
which encode data with LSTMs in both the forward and reverse directions and inte‑
grate and output high‑dimensional features. The output of BiLSTM is connected with
attention, the features output from each time step are weighted, and the weighted
fused feature vector is output.
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• BERTbase [34]: The BERT coding layer consists of a 12‑layer Transformer
encoder structure.

• CNN and DNN with SCM [43]: They use natural language processing technology to
process text, reduce extracted features, and use SCM to find similarities between pairs.
Then, the new feature is input into the CNN and DNN deep learning methods.

• HeadlineStanceChecker [44]: The position of the title relative to its associated text
can be determined. Its novelty lies in the use of a two‑level classification architecture,
which uses summarization technology to shape the input of the two classifiers rather
than directly transmitting the complete news text, thereby reducing the amount of
information to be processed while retaining important information. Specifically, the
summary is completed through the location language model, and the semantic re‑
sources are used to identify the salient information in the text; then, they are compared
with the corresponding title.

• ML Ensemble Model [45]: The methodology employed a decentralized Spark clus‑
ter to create a stacked ensemble model. Following feature extraction using N‑grams,
Hashing TF‑IDF, and count vectorizer, we used the proposed stacked ensemble clas‑
sification model.

• Augmentation‑based Ensemble Learning [46]: The proposed approach is a mixture of
bagging and stacking and leverages text augmentation to enhance the diversity and
the performance of base classifiers.

• LightGBM [47]: Light Gradient Boosting Machine (LightGBM) is a popular and effi‑
cient machine learning model used for supervised learning tasks, particularly in the
domain of gradient boosting.

• SC‑FNAours: Our proposed method, which includes a data augmentation algorithm
to create an extended dataset and use a pre‑trained language model to build a stance
classification model for the classification task.

6.3. Results and Analysis
In this section, we conducted a series of experiments to evaluate the performance of

the stance classificationmodel using the integrated data augmentation algorithmproposed
in this chapter, and to evaluate the role of each parameter and model part, we set up var‑
ious experiments for comparative analysis. In this section, the public dataset FNC‑1 with
representative rowswas selected for the stance classification experiments, and the self‑built
dataset FORSD was used to evaluate the performance of the model.

In order to compare the performance of different models in the stance classification
tasks and better reflect the advantages of SC‑FNA in stance classification, we designed
several different sets of comparative experiments: (1) The SVM baseline model was in‑
troduced to verify that deep learning was compared with traditional machine learning in
stance classification. (2) We verified the performance of multi‑classification for different
model variants. (3) We introduced the current state‑of‑the‑art stance models in classifica‑
tion tasks, verifying the stance classification performance of the SC‑FNA model proposed
in this paper.

Table 5 shows the performance of all the compared models based on the two datasets.
The following observations can be drawn from the table:
(1) Deep Learning vs. Traditional Machine Learning: The deep learning‑based models

demonstrated significantly better performance in the stance classification task com‑
pared to the traditional machine learning models. This is because the traditional
machine learning method uses manual feature extraction, and the information rep‑
resentation ability of these feature extraction methods is relatively poor. In contrast,
the model feature extraction ability of deep learning is relatively strong, so it had
better performance.

(2) BiLSTM vs. LSTM. The BiLSTM model, which incorporates context information for
semantic modeling, outperformed the LSTM model that relies solely on previous in‑
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formation. This indicates that it is particularly important to understand the informa‑
tion in the context of the news for the judgment of the consistency of the stance.

Table 5. Performance comparison of the proposed SC‑FNA method against the baselines.

Model
FNC1 FORSD

ACC F1 ACC F1

SVM 73.13 63.16 61.26 53.01

LSTM 76.80 69.14 63.59 56.21

BiLSTM 81.29 70.01 70.36 58.23

BiLSTM‑attention 82.23 73.21 71.58 61.45

CNN and DNN with SCM 84.60 75.62 73.57 63.85

BiMPM 86.34 84.61 75.93 65.03

LightGBM 87.67 86.48 78.45 69.03

featMLP 88.27 87.08 78.92 70.13

HeadlineStanceChecker 94.31 80.39 81.36 72.45

ML Ensemble Model 93.41 92.40 80.26 78.82

Augmentation‑based Ensemble
Learning 90.67 90.15 85.78 80.24

BERTbase 91.32 90.41 86.89 81.18

SC‑FNAours 93.85 93.04 86.35 83.60

Indeed, the performance of deep learning in stance classification is generally effective,
and adding attention layers to related models can lead to further improvements in perfor‑
mance. The reason is that the addition of the attention layer can effectively capture key
information, enhance the model’s understanding of text information, and then improve
the accuracy of stance classification.

The SC‑FNA model proposed in this paper has the best performance and achieved
very efficient stance classification performance on the public datasets. There are two main
reasons: (1) The algorithm of integrated data augmentation was introduced to expand the
dataset, which improved the performance of the model; (2) Using a pre‑trained language
model for text representation can better capture text information and effectively improve
the performance of stance classification tasks.

6.4. Model Ablation
The proposed SC‑FNA consists of three components: the data augmentation module,

the stance classification module, and the explainable news analysis module. To evaluate
the effectiveness of the data augmentation and stance classification module in our method,
we ablated our method into several simplified models and compared their performance
with related methods. The details of these methods are described as follows:

SC‑FNAbase: The integrated data enhancement module was removed from the SC‑
FNA model, and only stance classification was performed through BERTbase.

SC‑FNA‑EDA: Only the EDA data augmentation algorithm with naug set to 16 was
used in the integrated data augmentation module from the SC‑FNA model.

SC‑FNA‑AEDA:Only theAEDAdata augmentation algorithmwith naug set to 16was
used in the integrated data augmentation module from the SC‑FNA model.

Non‑BT SC‑FNA: From the SC‑FNA model, the EDA and AEDA data enhancement
algorithms with naug set to 16 were used in the integrated data augmentation module, and
the BT data augmentation algorithm was removed.

SC‑FNA‑BT: Only the BT data augmentation algorithm with naug set to 1 was used in
the integrated data augmentation module from the SC‑FNA model.
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Non‑AEDA SC‑FNA: From the SC‑FNA model, only the BT with naug set to 1 and
the EDA data augmentation algorithmwith naug set to 16 were used in the integrated data
augmentation module, and the AEDA data augmentation algorithm was removed.

Non‑EDA SC‑FNA: The BT with naug set to 1 and the AEDA data augmentation algo‑
rithm with naug set to 16 were used in the integrated data augmentation module, and the
EDA data augmentation algorithm was removed.

As shown in Table 6, we compared the stance classification performance of the SC‑
FNA variants on FNC‑1 and FORSD dataset. In Table 7, we show the stance detection
results of the SC‑FNA variants on the FORSD dataset.

Table 6. Comparison among SC‑FNA variants (P: PRECISION; R: RECALL; F1: F1 SCORE).

Model
FNC1 FORSD

P R F1 P R F1

SC‑FNAbase 90.65 90.17 90.41 77.4 85.34 81.18

S‑FND‑EDA 91.45 89.81 90.62 81.45 81.70 81.57

SC‑FNA‑AEDA 92.45 90.68 91.56 79.56 84.17 81.80

Non‑BT SC‑FNA 90.24 93.66 91.92 80.12 84.22 82.12

SC‑FNA‑BT 91.90 91.92 91.91 79.95 84.16 82.00

Non‑AEDA SC‑FNA 91.40 92.91 92.15 81.23 83.48 82.34

Non‑EDA SC‑FNA 90.23 95.24 92.67 82.18 82.82 82.50

SC‑FNA 91.59 94.53 93.04 82.59 84.63 83.60

Table 7. The stance classification performance (F1) comparison among SC‑FNA variants on FORSD.

Model Agree Disagree Unrelated Discusses

SC‑FNAbase 80.23 45.56 60.12 78.56

S‑FND‑EDA 80.56 46.67 60.18 78.79

SC‑FNA‑AEDA 80.79 47.59 61.45 79.12

Non‑BT SC‑FNA 81.13 48.79 61.85 79.48

SC‑FNA‑BT 81.59 49.16 62.48 79.98

Non‑AEDA SC‑FNA 82.01 50.21 62.59 80.12

Non‑EDA SC‑FNA 81.98 50.79 63.71 80.45

SC‑FNA 82.36 50.86 64.58 80.47

From the presented tables, it is evident that the SC‑FNAmodel achieves good perfor‑
mance, which indicates that the integrated data augmentation algorithm can be an impor‑
tant supplementary means in fake news datasets with imbalanced classification. From the
Table 7, we can find that all the modules proposed in our paper can benefit from the stance
multi‑classification task. Based on the results from these tables, we can conclude that:

After applying the SC‑FNAmodel and the integrated data augmentationmodule, the
outcome provides evidence that the data augmentation algorithm indeed enhanced the
model’s generalization ability by expanding the dataset.

At the same time, the performance improvement of SC‑FNA‑EDA compared with
SC‑FNAbase was only 0.21%, indicating that the simple data augmentation algorithm has
little effect on the performance of stance classification. After adding the AEDA data aug‑
mentation algorithm, the performance of Non‑BT SC‑FNAwas improved by 1.51%, which
represents a significant improvement.
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The performance of SC‑FNA was 1.12% higher than that of Non‑BT SC‑FNA, which
proves that the back translation data augmentation algorithm effectively improves the
model’s performance and contributes to the enhanced accuracy of stance classification.

6.5. Sensitivity Analysis
We demonstrated the effectiveness of the data augmentation module in improving

model performance through ablation experiments. In this subsection, we evaluated the
effect of the parameter naug. We first set the naug to the [4,8,16,32] dimension for g, then
optimized the rest of the hyperparameters on the validation subset. In Figure 5, we illus‑
trate the effect of varying naug values on the model’s performance for both datasets. We
observe that the results were similar for both evaluation measures, Accuracy and F1. Set‑
ting the data to 16 brought a larger performance improvement to themodel. When the data
were 16, themodel obtained the highest F1 of 90.62% on the FNC‑1 test subset and the high‑
est F1 of 81.57% on the FORSD test subset. These results show thatmaintaining an increase
in the data of n can lead to an improvement in performance. Setting the data from 16 to
32 led to performance degradation in the model. This suggests that when the model be‑
comes too complex, it may suffer from overfitting issues, resulting in reduced performance.
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6.6. Explainable Analysis
In the design of the explainable analysis module, propensity scorematchingwas used

to explore the impact of stance consistency on the formation of fake news. To achieve this,
we conducted an analysis of the confounding variables present in the news data and then
calculated the tendency value to analyze the relationship between stance consistency and
fake news.

Confounding variable analysis of news data: In this part, we analyzed the intuitive
impact of real news and fake news on the main factors in the news framework theory,
including the length of news content (divided into long news, short news), the length of
news headlines (short headlines, long headlines), and news categories (technology, society,
health). We attempted to control these elements to form control variables.

The impact of stance consistency on the fake news: In this study, we utilized the logit
model to estimate the propensity score of the stance. We then performed a detection anal‑
ysis of the matching quality of the propensity score of the stance consistency. The exper‑
imental data indicated that the logit regression results were effective, suggesting a good
degree of fit. Furthermore, the variables between the matched experimental group and the
control group were balanced. Thus, the supporting hypothesis on confounding variable



Electronics 2023, 12, 3367 18 of 21

control of propensity score matching was satisfied. Various matching methods were em‑
ployed in this study, including the OLS, nearest neighbormatching, kernel and local linear
matching, and radiusmatching. After performingmatching based on the propensity score,
we used true news and fake news as the dependent variables to test the impact of position
consistency on fake news. The results of these analyses are presented in Table 8 below.

Table 8. The effect of stance classification on news authenticity. (*, **, *** Indicate significance at the
0.10, 0.05, and 0.01 levels).

OLS Nearest Neighbor
Matching

Kernel and Local
Linear Matching Radius Matching

ATT T ATT T ATT T ATT T

Real News 0.192 * 1.91 0.245 * 1.72 0.245 * 2.25 0.31 *** 2.63

Fake News −1.851 *** −2.8 −2.213 ** −2.53 −1.531 ** −2.75 −1.312 ** −2.32

The experimental data show that stance consistency can significantly improve the
possibility of true news, and the results of OLS and the other three tendencies matching
can also support this conclusion through data, so the correlation between stance consis‑
tency and true news is positive and robust. At the same time, the relationship between
stance consistency and fake news is negative. It can be inferred that fake news is more
inclined to exhibit inconsistent stances, and this result was also cross‑validated by the four
matching methods.

In conclusion, based on the FORSD dataset, we used propensity scorematching to cal‑
culate the relationship between stance consistency and fake news. Our findings indicate a
strong correlation between a consistent stance and real news, aswell as a strong correlation
between an inconsistent stance and fake news. The results show that there is a correlation
between the consistent expression of stance in headlines and body text in news articles
and the authenticity of fake news. This study provides a research premise and evidence
support for the explainable analysis of fake news.

7. Conclusions
In this paper, we proposed a fake news analysis method called Stance Classification

for Fake News Analysis (SC‑FNA), which aims to leverage cognitive and information sci‑
ence principles to foster the sustainable use of technology and achieve a more explainable
artificial intelligence system. Specifically, we aimed to introduce stance information to im‑
prove the credibility of fake news analysis. Based on existing public datasets of fake news,
we used cognitive surveys to exclude partisan bias and then annotated the classification of
stance information to form a dataset that could be used for explainable fake news analy‑
sis research. The integrated data enhancement algorithm effectively solves the problem of
imbalanced data classification. We used the propensity score matching method for causal
inference to verify the correlation between stance consistency and news authenticity, mak‑
ing the fake news analysis results more explainable. Extensive experiments on the public
datasets demonstrate that our proposed method achieves an effective performance.

Indeed, this study has certain limitations that should be acknowledged. First, our
analysis was primarily focused on the text aspect of fake news, neglecting the potential
impact of audio and video content in the propagation of misinformation. Future studies
should further explore the multimodal fake news dataset. Second, considering the incor‑
poration of multimodal datasets of large models and the emergence of AIGC, the need for
explainable methods becomes paramount.
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