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Abstract: A coarse-grained model of linear polyfunctional weak charged biopolymers was imple-
mented, formed of different proportions of acid-base groups resembling the composition of humic
substances. These substances are mainly present in dissolved organic matter in natural water. The in-
fluence of electrostatic interactions computing methods, factors concerning the structure of the chain,
different functional groups, and the ionic strength on polyelectrolytes were studied. Langevin dynam-
ics with constant pH simulations were performed using the ESPResSO package and the Python-based
Molecule Builder for ESPResSo (pyMBE) library. The coverage was fitted to a polyfunctional Frumkin
isotherm, with a mean-field interaction between charged beads. The composition of the chain affects
the charge while ionic strength affects both the charge and the radius of gyration. Additionally, the
parameters intrinsic to the polyelectrolyte model were well reproduced by fitting the polyfunctional
Frumkin isotherm. In contrast, the non-intrinsic parameters depended on the ionic strength. The
method developed and applied to a polyfunctional polypeptide model, that resembles a humic acid,
will be very useful for characterizing biopolymers with several acid-base functional groups, where
their structure, the composition of the different functional groups, and the determination of the main
intrinsic proton binding constants and their proportion are not exactly known.

Keywords: charged biopolymer; polyelectrolyte; proton binding; constant pH; Langevin dynamics;
ESPResSo; coarse-grained; humic acid; Frumkin isotherm

1. Introduction

Charged biopolymers are polyelectrolytes whose repeating units bear ionizable func-
tional groups [1–4]. These ionizable groups dissolve in the presence of polar solvents such
as water, producing an electrical charge on the chain and the release of counterions into the
solution [2,3].

Understanding the behaviour of polyelectrolytes is challenging, mainly due to the
theoretical difficulty of dealing with long-range electrostatic interactions and the practical
challenges in their experimental characterization [2,3,5–7]. For example, spatial conforma-
tion of polyelectrolytes is a result of long-range electrostatic interactions between charges
in the solution and on the chain, as well as short-range interactions between uncharged
monomer units [1,2,4,7]. Consequently, conformations are difficult to explain using straight-
forward scaling equations, i.e., dependent on the number of ionizable functional groups.

From an experimental approach, the polyelectrolyte phenomena are governed by too
many variables [2,4], for example pH, ionic strength, acidity constants of each acid/base
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functional groups, etc. Due to the nonlinear coupling between these variables, it is dif-
ficult to understand the system conceptually since every molecule in the system is inti-
mately acquainted with every other molecule in the system due to the strong intrinsic
correlation [2,3,7,8].

Many biopolymers are polyelectrolytes with different weak acid-base groups (polysac-
charides, proteins, etc.), and they have a great variety of environmental, agri-food, cosmetic,
and biomedical applications [9–11]. Most are found in aquatic natural systems as dis-
solved organic matter (DOM) [12,13]. Humic substances (HS) constitute about 75% of
DOM [12–14] and have been thoroughly investigated for their environmental, biochemical,
and medicinal properties [15–17].

As depicted in Figure 1, HS are a complex mixture of different molecules based on
aromatic nuclei with phenolic and carboxylic substituents linked to them [18]. These are
the predominant functional groups in HSs, leading them to be designated as polyanions or
polyacids. For this reason, HS are also referred to as humic acids (HAs) [12–14,18–20].
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Figure 1. A hypothetical example of a structure of humic acid [18].

In this sense, the behaviour of HAs, like other monoprotic acids, can be described by
the reaction shown in Equation (1), in which a weak acid (HA) forms its conjugate base
(A−) and releases a proton (counterion) H+ to the solution,

HA⇌ A− + H+ (1)

In the ideal case, i.e., not accounting for intermolecular interactions, the Henderson–
Hasselbalch equation [3,4], Equation (2), describes the ionization of a weak acid, which
relates the pH and the acidity constant of a weak acid, KA, (pKA = −logKA), with its
degree of ionization, αac

pH = pKA + log
αid

ac
1 − αid

ac
; αac =

nA−

nHA + nA−
(2)

where ni accounts for the number of a determined acid-base functional group (ionized or
unionized) and the sum in the denominator is the total number of protonable groups in the
solution [3,4,21–23]. Nevertheless, being considered polyacids, HAs possess a high number
of ionizable groups. Therefore, different distributions of ionized groups on the same
molecular chain can produce the same degree of ionization, leading to O(2N

ac) different
ionization states for a polyacid with Nac ionizable groups [3,4,7,21–23]. As a result, the
titration curves of HAs are smooth, far from the typical sigmoidal behavior, making it
impossible to assign precise pKA values to different ionization states [3,4].
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Additionally, weak polyacids exhibit highly non-ideal behaviour at any dilution
because the linkage of the macromolecule keeps the ionized groups close to one another,
significantly promoting intramolecular interactions [3,4]. the non-ideal behaviour can be
expressed as an apparent dissociation constant of the acid, pKapp [4,7,21–25], described by:

pKapp = pH − log
αac

1 − αac
(3)

On the other hand, there are some weak polyelectrolytes with basic groups. In these
cases, the ionization process is described by Equation (4), where a weak base (B) takes a
proton to become its conjugate acid (HB+),

HB+ ⇌ B + H+ (4)

Then, the corresponding apparent dissociation constant, pKapp, depends on the degree
of basic ionization, αbs

pKapp = pH − log
1 − αbs

αbs
; αbs =

nHB+

nB + nHB+
(5)

Moreover, when considering a polyelectrolyte composed of Nac acid and Nbs basic
units, it is possible to determine the total dimensionless charge (in units of e) of the chain as
a function of the pH, z(pH), according to Equation (5),

z(pH) =
Nac

∑
i=1

αaci (pH)zi +
Nbs

∑
j=1

αbsj(pH)zj (6)

where zi, αaci , and αbsj
are the ionic charge, the degree of ionization of an individual

ionizable acid, and of an individual ionizable basic group in the chain, respectively. Again,
due to molecular interactions, charge variation with pH of a polyelectrolyte deviates from
ideal behaviour [3,4,7,21–23].

To describe the acid-base behavior of a polyelectrolyte with different acid and basic
groups, it is best to do so in terms of the coverage of protons on the functional groups of
the polyelectrolyte, θ, which is the ratio between the number of protons bound to a site
and all possible binding sites. Moreover, it is possible to relate θ to the degree of ionization
of the functionals groups, but it is necessary to differentiate acid and basic groups. In the
case of acid groups (carboxylic and phenolic), their charge is 0 when they are protonated,
whereas basic groups (other functional groups associated with nitrogen) have charge +1
when protonated. Consequently, the coverage can be computed as:

θ =
1

Nac

Nac

∑
i=1

(1 − αac,i) +
1

Nbs

Nbs

∑
j=1

αbs,j (7)

Then, the value of the global apparent dissociation constant, pKapp, will be computed
according to a generalization of Equation (3) for acid groups and Equation (5) for basic
groups in terms of the proton coverage, θ [4,21–24],

pKapp = pH + log
θ

1 − θ
(8)

In the limiting cases of all the functional acid-base groups being ideal, it is possible to
generalize the HH Equation (2) in terms of a weighted set of Langmuir isotherms [24]:

pKid
het = pH + log

θid

1 − θid ; θid =
Nac+Nbs

∑
i=1

pi
kicH

1 + kicH
(9)
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where cH = 10−pH and ki = 10pki are the proton binding association constants for any
acid-basic functional group, and pi their proportion. For this heterogeneous ideal case,
pKid

het is the dissociation constant, which is a function of pH.
In respect to HAs, the fundamental mechanisms at the molecular level that control their

activity are still incompletely understood [14,19,20,26,27]. Due to idealizing assumptions
in the theory as well as a lack of thorough control over the experimental system, it is
frequently impractical to directly test the theoretical concepts using experiments [20,23,28].
In this context, computer simulation appears as a handy tool for bridging the theoretical
and experimental approaches.

Molecular Dynamics and Monte Carlo techniques are often used to simulate weak
polyelectrolytes [1–4,29–34]. However, HAs have notable diversity and a complex compo-
sition, which makes their computational modelling approach scarcer [19,27]. Nonetheless,
different approaches have been used up to this point, including several models consisting
of a single structure that represents the different kind of humic acids [35,36] as well as
coarse-grained models [37], both yielding promising results concerning HAs simulation.

In this work, a coarse-grained model of linear polyelectrolytes was implemented with
different proportions of ionizable groups (carboxylic and phenolic) and the effect of other
functional groups associated with nitrogen, resembling the composition of HAs. Constant
pH [4] and Langevin dynamics simulations were performed, using the ESPResSo pack-
age [38,39] and the Python-based Molecule Builder for ESPREesSO (pyMBE) library [40],
to study the effect of electrostatic interaction computing methods, ionic strength, size, and
chain composition on polyelectrolytes’ conformation and charge regulation [4,7]. More-
over, a generalized polyfunctional Frumkin isotherm, used to determine the main intrinsic
proton binding constants and their proportion of the simulated titration curves, has been
developed. This study can be useful to assist in physicochemical and structural characteri-
zations of the behavior of the natural biopolymers that present different weak acid-base
functional groups, whose properties are essential to improve their potential applications.

2. Results and Discussion

In this section, the different factors and parameters involved in the simulation have
been studied to see their effect in the variation with pH of the total charge and the radius
of gyration of the polyelectrolytes.

2.1. Effect of the Electrostatic Interaction Methodology

The most important simplifications in the computational model used here involve
coarse graining to describe the different atomic groups of the biopolymer and the omission
of explicit solvent. However, the presence of ions in solution requires careful consideration
of electrostatic interactions due to their high computational cost.

Within the ESPResSo software, various approaches can be used to deal with electro-
static interactions [38,39], including the Particle-Particle Particle-Mesh (P3M) method and
the Debye–Hückel screened potential (see Section 3.2). The P3M method considers ions
explicitly and, for relatively high ionic strengths, it requires a substantial number of ions
surrounding the biopolymer, resulting in increased computational time.

To assess the impact of different electrostatic interaction models, a set of simulations
have been conducted to compare both electrostatic models for different configurations of a
polyelectrolyte and several ionic strengths. It was observed that, for low ionic strengths
(10−3 and 10−2 M), no significant differences were found, either in the net charge or in the
radius of gyration, when employing DH potential or P3M method. It is not surprising that
these results, obtained from both methods, are consistent for these cases of study, since for
ionic strengths below 10−2 M, they are within the range of applicability of the mean field
description of the DH theory.

Figure 2 shows an example of these simulations for a case of a polyanion of 10
monomers with a proportion D:Y = 7:3 and a diblock configuration at I = 0.01 M.
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Figure 2. Effect of the electrostatic interactions computing method on the charge (a), and on the
radius of gyration (b), for a diblock model of 10 units, D:Y = 7:3, at ionic strength of 0.01 M.

This is an interesting result since, despite being a mean force with effective po-
tential, the DH method yields very similar results to those of the more accurate P3M
method, and deviates from the ideal case described by the Henderson–Hasselbalch equa-
tion (Equation (3)). This is an advantage since the elapsed time in a simulation employing
P3M is around six times the corresponding value when DH potential is applied. This
correspondence is observed in other studied cases, which was an indicator that, at the given
conditions of the simulations of this work, the DH potential shows results as accurate as
those derived from P3M. Consequently, the following simulations were performed using
the DH potential.

2.2. Effect of the Size, Proportion, and Distribution of D:Y Functional Groups

The effect of the number of functional acid groups (Nac) in the response functions
are shown in Figure 3 for a particular case of diblock configuration (proportion D:Y = 6:4
and I = 0.01 M). Figure 3a shows the variation of the normalized charge in respect to the
pH, observing a deviation from the ideal behaviour that increases as the size of the chain
increases. This characteristic has been observed on synthetic weak electrolytes [41], where
authors have found that such behaviour is especially noticeable for rather short chains
(when the number of ionizable group is less than 50).

For long enough polymer chains (those with more than 50 monomers), we observe no
significant effect of the chain length on the normalized charge of the biopolymer. For this
reason, we fix the chain length to 50 as a compromise between the computational cost of
the simulation and a model with a long enough polymer chain.

The value of the radius of gyration depends on the size of the simulated model. This
could be seen in Figure 3b, where the normalized radius of gyration is plotted with respect
to the value of FJC [4]. However, contrary to the normalized charge, the deviations that
the normalized curves of the radius of gyration present, although showing a similar trend,
are much more pronounced when the pH increases. This could be a consequence derived
directly from the structure of the model. Though this behaviour is similar to the FJC
model [4], there are other factors to be considered that could influence the behaviour
resulting from the simulations, such as the effect of the excluded volume, the fact that each
functional group is represented by two beads, and the presence of electrostatic interactions
in the system. Nonetheless, as stated before for the normalized charge (Figure 3a), the
tendencies remain similar between the different sizes, and for the radius of gyration curves,
they tend to resemble each other as size increases.
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Figure 3. Effect of the size of the chain on the normalized charge (dividing by eNac) (a), and on the
normalized radius of gyration (dividing by

√
Nac) (b), for a diblock model, D:Y = 6:4, at ionic strength

of 0.01 M, electrostatics computed with Debye–Hückel potential.

Regarding the factors concerning the structure of the chain, Figure 4a shows that the
proportion of carboxylic and phenolic groups (D and Y, respectively) changes the shape of
both the ideal Henderson–Hasselbalch and simulation curves. It is noticeable that in all
the cases, the simulated curves show a significant deviation from the ideal ones, which is a
consequence of intermolecular interactions of non-ideal systems.
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Figure 4. Effect of the D:Y proportion on the dimensionless charge, in terms of e (a), and on the radius
of gyration (b), for an alternating model of 50 units, at I = 0.01 M, and electrostatics computed with
Debye–Hückel potential.

The observed tendencies are similar in all cases. At the lowest value of pH, the
functional groups are unionized, and consequently the charge of the chain is zero. As the
pH increases, the dissociation increases and the charge of the chain becomes more negative,
until, in the ideal case, its absolute dimensionless value is equal to the number of functional
groups. There is a plateau at intermediate values of pH that indicates that no net changes on
the charge are observed. In the ideal case, the length and position of this plateau depends
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on the pki difference between functional groups. In addition, the shape of the charge curve
changes since the carboxylic and phenolic functional groups have different values of pki.

The carboxylic group (D) has a lower pki (pkD = 4.0) than the phenolic group (Y)
(pkY = 9.6). In the ideal curve, this means that at values of pH on the plateau, the charge of
the chain is more negative when the proportion of D is higher, since there are more groups
that have dissociated from pH = 4.0. In the simulated cases, this tendency remains but
there is a shift of the plateau that is related to the apparent dissociation constant of the
functional groups.

The radius of the gyration curves, seen in Figure 4b, shows a quite consistent behaviour
with that of the charge. When the functional groups in the chain start to dissociate, they
become negatively charged, increasing the electrostatic repulsion among the same-charged
beads. Consequently, the chain rearranges to a conformation that reduces repulsive effects.
This is observed in the simulations since, as the pH increases, the electrostatic repulsion
becomes higher, and the chain must place its beads as far apart as possible, causing an
increase in the radius of gyration, which reaches it maximum value when the charge of the
chain reaches the most negative value. There is also a plateau for the radius of gyration at
the zone where no charge change is observed. Again, this behaviour is consistent because
not having variation in the charge of the chain requires no rearranging of its conformation.

With respect to the distribution of functional groups along the chain, two different
simulations were performed: diblock or alternating (Figure 5). Both distributions show a
similar deviation of the charge curves from the ideal case, although they exhibit slightly
different behaviour between them. The main difference is that the alternating structure
shows a plateau both in the charge (Figure 5a) and in the radius of gyration (Figure 5b)
curves, whereas the diblock structure more closely resembles the smooth and curved
titration curve related to HAs structure. However, although they do not reach complete
dissociation in either of the two models, the phenolic groups dissociate to a greater extent
in the diblock model.
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Figure 5. Effect of the distribution of substituents along the chain on the dimensionless charge, in
terms of e (a), and on the radius of gyration (b), for a model of 50 units, D:Y = 8:2, at ionic strength of
0.001 M, electrostatics computed with Debye–Hückel potential.

The phenolic groups dissociate at higher values of pH than the carboxylic groups.
In the case of the alternating structure at low values of pH, the phenolic groups could
act as a separation between the ionizable groups, which would eventually lead to the
plateau observed in the ideal case. The studied case is the one with the largest proportion
of carboxylic functional groups, which could also lead to the charge of the chain curve
resembling the carboxylic groups charge. Nevertheless, this behaviour was also observed
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for other D:Y proportions, where the plateau was only reached when the simulations were
performed on the alternating model.

2.3. Effect of the Ionic Strength

The effect of the ionic strength on the variation of the charge with pH in shown in
Figure 6a. The deviation from the ideal curve increases as the ionic strength decreases. This
result is consistent with those observed in previous studies, as the effects of adding salt in a
simulation of weak polyelectrolytes were one of the first to be studied [3,4,42].
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radius of gyration (b), for an alternating model of 10 units, D:Y = 6:4, electrostatics computed with
Debye–Hückel potential.

To explore the effect of ionic strength on weak polyelectrolyte titration curves, Ullner
et al. [42] used the Debye–Hückel screened potential and changed the screening length.
They noticed that the shift in the apparent dissociation constant becomes smaller as the
Debye screening length decreases (which is related to an increasing in ionic strength), and
practically disappears around a salt concentration of 1 M [42]. However, it is important
to note that they found significant differences between simulations with the screening
potential and simulations with explicit ions. At low ionic strengths, they attribute these
differences to the fact that at high degrees of ionization, the DH screening potential is
inadequate to describe counterion condensation. On the other hand, at high ionic strengths,
they found differences between the two methods over the full range of degrees of ionization.
They attribute these differences to the DH potential underestimating the concentration of
ions close to the polyelectrolyte. Nonetheless, in the conditions of the simulations included
this work, none of these differences were observed.

Regarding the behaviour of the radius of gyration among the values of pH (Figure 6b),
more significant variations are observed at low ionic strengths. This could be because
higher ionic strengths imply the presence of more ions in the medium. Although the ions
are not explicitly included in the simulation box when employing the DH method, their
effect is reflected in the screened potential. Therefore, the higher the ionic strength, the
more the electrostatic repulsion among charges is minimized, and the shape of the chain
becomes more compact, reducing the radius of gyration.

2.4. Effect of a Third Functional Group Associated with Nitrogen (H)

Accounting for the composition of the chain, Figure 7 shows the effect of including
other functional groups associated with nitrogen, represented by a histidine bead (H). One
of the main differences between the charge curves (Figure 7a) is that when H is included
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in the structure of the chain, the charge is not zero but positive at the lowest value of pH.
This is because, at low pH, H groups have a hydrogen ion attached to their structure and
consequently become positively charged. Another difference is found in the shape of the
curve. The plateau observed when no H groups were in the chain (Figure 6a) is lost when
they are included in the chain structure. This occurs because the pkH value of histidine is 6.8
(Table 1). In the same region where, in the D-Y chains, emerged a plateau, the dissociation
of H groups occurs in the D-Y-H chains, resulting in a curve that is much more reminiscent
of the D-Y diblock curve (Figure 5a).
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Figure 7. Effect of the presence of other functional groups associated with nitrogen on the dimension-
less charge, in terms of e (a), and on the radius of gyration (b), for an alternating model of 50 units,
D:Y = 5:5, at ionic strength of 0.01 M, electrostatics computed with Debye–Hückel potential.

Table 1. Fitted parameters of coverage-pH curves to two-acid terms of Frumkin isotherms for different
D-Y proportions and different ionic strengths. In all cases the simulation was made for a case of
50 units and the electrostatics computed with Debye–Hückel potential.

Units/pi I (mol/L) βδ pkD pkY pD χ2
r

0.001 4.78 ± 0.15 4.12 ± 0.04 9.53 ± 0.08 0.499 ± 0.002 2.4 × 10−525:25
(0.5:0.5) 0.01 2.70 ± 0.11 4.11 ± 0.03 9.70 ± 0.07 0.497 ± 0.002 2.3 × 10−5

0.001 4.85 ± 0.10 4.15 ± 0.03 9.38 ± 0.06 0.601 ± 0.002 1.8 × 10−530:20
(0.6:0.4) 0.01 3.17 ± 0.09 4.05 ± 0.03 9.34 ± 0.06 0.598 ± 0.002 2.1 × 10−5

0.001 4.52 ± 0.11 4.18 ± 0.04 9.66 ± 0.10 0.702 ± 0.003 4.3 × 10−535:15
(0.7:0.3) 0.01 3.05 ± 0.07 4.07 ± 0.02 9.48 ± 0.05 0.699 ± 0.002 1.9 × 10−5

0.001 4.54 ± 0.09 4.23 ± 0.04 9.45 ± 0.15 0.804 ± 0.004 4.7 × 10−540:10
(0.8:0.2) 0.01 3.07 ± 0.06 4.09 ± 0.02 9.37 ± 0.06 0.802 ± 0.002 2.5 × 10−5

As in the results presented above, an analogous behaviour between the charge and
the radius of gyration curves can be seen. When the chain contains H groups, no plateau
is observed on the charge curve (Figure 7a); this means that the charge of the chain is still
changing among the variation of pH, which, when translated to the radius of gyration terms,
implies that the molecule is continuously rearranging its conformation. Consequently, there
is no plateau on the radius of the gyration curve (Figure 7b).
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2.5. Description of the Protonation Process Using a Frumkin Isotherm

The hydrogen coverage, θ, given by Equation (7), can be obtained from the degree of
ionization of the different functionals groups at different pHs and ionic strengths. The value
of the global apparent dissociation constant, pKapp, will be computed from Equation (8).

One of the most relevant ways to describe the binding of protons to the acid-base
functional groups of weak polyelectrolytes is by using adsorption/complexation isotherms.
Among the most used for parameters with a physical meaning, which have a microscopic
interpretation, is the Frumkin isotherm, Equation (10), which is derived from a mean-field
approximation of the interactions between pairs of charged groups, like the Bragg–Williams
approximation of the Ising model [6,24,26,29].

θ(acid) =
kaccHe2βδ(1−θ)

1 + kaccHe2βδ(1−θ)
; θ(basic) =

kbscHe−2βδθ

1 + kbscHe−2βδθ
(10)

where cH = 10−pH , βδ is the dimensionless interaction parameter (in terms of thermal
energy, kBT) and kac = 10pkac and kbs = 10pkbs are the proton binding association constant
for an acid or a basic functional groups, respectively.

The reason for having two different expressions for the Frumkin isotherm is because
of the different behaviours between acid and basic groups in terms of coverage. Thus, in
the ideal case, acid groups have a charge equal to zero, i.e., they are completely protonated
at θ = 1. Basic groups, meanwhile, are completely discharged at θ = 0.

For a general case of a polyelectrolyte with different functional groups acid and basic
N f g = Nac + Nbs, there are different values of interaction terms βδij, which performs a

symmetric matrix of N f g

(
N f g + 1

)
/2 different interaction coefficients (δij = δji). Then, a

generalized Frumkin isotherm [24], with different fraction, pi, of functional groups, can be
considered as:

θ =
Nac+Nbs

∑
i=1

pi
kicHe2β{∑Nac

j=1 pjδij(1−θ)−∑
Nac+Nbs
j=Nac+1 pjδijθ}

1 + kicHe2β{∑Nac
j=1 pjδij(1−θ)−∑

Nac+Nbs
j=Nac+1 pjδijθ}

(11)

Normally, there is not enough experimental accuracy to fit those different interaction
parameters, and it would be a good approximation to consider that all the interaction
coefficients are equal (δij = δ; ∀i, j), because, in a coarse-grained description, the electrostatic
contribution to the interaction energy is only due to the ionic charge of the functional group.
Then, Equation (11) can be simplified as:

θ =
Nac+Nbs

∑
i=1

pi
kicHe2βδ{∑Nac

j=1 pj−θ}

1 + kicHe2βδ{∑Nac
j=1 pj−θ}

(12)

where, for a Nac = 0, Equation (10) for the basic case is recovered, and for a Nbs = 0,
Equation (10) for the acid case is recovered.

To describe the variation of the protonation process, a fitting procedure to Frumkin
isotherm (10) was conducted using two different kinds of Frumkin isotherms (11)–(12).
In the case of chains composed of carboxylic and phenolic functional groups (D-Y), a
two-term isotherm was employed so that each of the fitted parameters was associated with
a specific functional group. In the case of chains composed of carboxylic, phenolic, and
other functional groups associated with nitrogen (D-Y-H), both a three-term and a two-term
isotherm were employed.

For cases of titration curves obtained with D-Y description of the polyelectrolyte,
the fitting curve to the coverage using a two-acid terms of Frumkin isotherm (11)–(12)
was produced. Figure 8a shows an example of fitted curves. The general expression (11),
though with different parameters, βδij, was used, giving an acceptable fit with reasonable
parameter values but with a large imprecision. For this reason, a new fitting procedure was
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produced using the approximation of considering a unique interaction parameter, βδ, in
the Frumkin isotherm (12), giving a good fit (Figure 8a) with the fitted parameters for the
different cases studied, as shown in Table 1.
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Figure 8. Fitted coverage-pH curves to two-acid terms of Frumkin isotherm (a), and the corresponding
pKapp (b), for and alternating model of 50 units, D:Y = 5:5, at two ionic strengths, electrostatics
computed with Debye–Hückel potential.

The values of the interaction parameters, βδ, are positive in all cases, and they are
similar for the different proportions D-Y considered for each ionic strength. This means
that all the interactions are repulsive, and they do not depend on the chemical nature of the
functional group. This is consistent with considering the functional groups as beads, where
they are only characterized by their charge and the pki value, both of which reflect their
chemical nature. The interaction parameters also strongly correlate with the ionic strength
because the former decrease as the latter increases.

Moreover, the values of pkD, pkY, and pD are very close to those intrinsic values to
the model, i.e., those established for building the coarse-grained approximation, and they
practically remain constant among variations of the ionic strength. This result validates
the use of the Frumkin isotherm to describe the protonation process and the sense of
the interaction parameter as a mean field parameter that mainly depends on the ionic
strength considered.

In respect to the corresponding pKapp value (Figure 8b), the values are very similar at
intermediate pH values, and deviate from the ideal case at basic pHs, with a small increase
for lower ionic strength. However, they reach the ideal value at acid pHs, as expected for
a polyelectrolyte with acid functional groups that are fully protonated, i.e., discharged,
at acid pHs, as expected according to Frumkin isotherm for acid case (10). The limiting
value of pKapp at acid pHs can be obtained in the limit of high proton concentration for
an ideal heterogeneous Langmuir isotherm [24]. In this limit, the ideal heterogeneous
ionization constant (9), for a general case of two kind of functional groups, gives the
following limiting value,

lim
cH→∞

pKid
D−Y = log

(
kDkY

pDkY + pYkD

)
(13)

For the case plotted in Figure 8, this limiting value is 4.30, which coincides with the
simulated value, as expected.

On the other hand, in limit at zero coverage, for basic pHs, when the polyelectrolyte
is fully deprotonated and has the highest charge value, the apparent dissociation con-
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stant deviates from the ideal behaviour. This ideal behaviour coincides with the average
value of the logarithm of the binding association constants of all the functional groups,
lim

cH→0
pKid

het = log(⟨ki⟩) [24]. For the case of two kind of functional groups, this limit is given

by lim
cH→0

pKid
D−Y = log

(
pD10pkD + pY10pkY

)
. In the case plotted in Figure 9, it has the value

of 9.30, which is lower than the simulated one, indicating the importance of the repulsive
electrostatic interactions between functional acid groups.
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For cases of titration curves obtained for a D-Y-H chain (Figure 9a), the presence of few
basic functional groups with intermediate pkH = 6.8, between pkD = 4.0 and pkY = 9.6,
causes the plateau at intermediate pHs (Figure 8a) to disappear. These simulated values
were fitted to two kinds of Frumkin isotherms (12), considering a unique value for the
electrostatic interaction parameter, βδ, one for a two-acid terms (Table 2) and another one
for a two-acid and one-basic terms (Table 3).
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0.001 5.8 ± 0.2 3.50 ± 0.07 8.1 ± 0.2 0.668 ± 0.006 1.2 × 10−435:15:5
(0.636:0.273:0.091) 0.01 3.9 ± 0.2 3.62 ± 0.07 8.4 ± 0.2 0.672± 0.006 1.5 × 10−4

0.001 5.6 ± 0.2 3.58 ± 0.06 7.8 ± 0.2 0.763 ± 0.007 1.2 × 10−440:10:5
(0.727:0.182:0.091) 0.01 3.9 ± 0.2 3.65 ± 0.06 8.3 ± 0.1 0.765 ± 0.006 1.4 × 10−4
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Table 3. Fitted parameters of coverage-pH curves to two-acid and one-basic terms of Frumkin
isotherms for different D-Y-H proportions and different ionic strengths. In all cases the simulation
was made for a case of 55 units and the electrostatics computed with Debye–Hückel potential.

Units/pi I (mol/L) βδ pkD pkY pkH pD pY χ2
r

0.001 5.8 ± 0.3 3.80 ± 0.08 8.8 ± 0.2 6.6 ± 0.3 0.456 ± 0.007 0.482 ± 0.012 3.5 × 10−525:25:5
(0.455:0.455:0.090) 0.01 3.2 ± 0.2 3.91 ± 0.04 9.4 ± 0.1 6.7 ± 0.2 0.445 ± 0.006 0.479 ± 0.007 3.3 × 10−5

0.001 5.8 ± 0.2 3.88 ± 0.06 8.8 ± 0.1 6.7 ± 0.3 0.552 ± 0.006 0.377 ± 0.011 2.1 × 10−530:20:5
(0.545:0.364:0.091) 0.01 3.4 ± 0.2 3.93 ± 0.04 9.2 ± 0.1 6.8 ± 0.2 0.545 ± 0.006 0.382 ± 0.008 3.1 × 10−5

0.001 5.5 ± 0.2 3.94 ± 0.08 9.1 ± 0.2 7.0 ± 0.3 0.645 ± 0.007 0.27 ± 0.02 4.1 × 10−535:15:5
(0.636:0.273:0.091) 0.01 3.4 ± 0.1 3.92 ± 0.03 9.2 ± 0.1 7.0 ± 0.1 0.640 ± 0.004 0.284 ± 0.006 1.4 × 10−5

0.001 5.4± 0.1 4.06 ± 0.14 9.3 ± 0.8 7.2 ± 0.5 0.745 ± 0.008 0.16 ± 0.03 5.8 × 10−540:10:5
(0.727:0.182:0.091) 0.01 3.5 ± 0.1 3.95 ± 0.03 9.1 ± 0.1 7.0 ± 0.1 0.734 ± 0.004 0.186 ± 0.006 1.5 × 10−5

The fitted coverage-pH curves to a two-acid term isotherm (12) show a good similarity
with the simulated curves (Figure 9a), but the values obtained by pkD and pkY are lower
than those intrinsic to the model, which could be an effect given by the presence of others
functional groups associated with nitrogen (H) in the chain. The value of pD is also smaller
but less than for the case of D-Y chain (Table 1). These values would be an indicator
that the presence of other functional groups associated with nitrogen in the chain more
substantially affect the values of the fitted protonation constants than the value of the
proportion of carboxylic groups. Again, pkD, pkY, and pD do not show a dependence on
the ionic strength, while the electrostatic interaction parameter, βδ, is positive, indicating
an overall repulsive character that is dependent on ionic strength, as in the case of D-Y
chain (Table 1).

Concerning the fitting to a two-acid and one-basic terms of Frumkin isotherm (12), the
fitted coverage-pH curves (Figure 9a) give a very closed concordance with the simulated
ones, as the reduced chi-squared, χ2

r , value indicates, which is lower (Table 3) in respect
to the similar case of two-acid terms (Table 2). Moreover, the values of pkD, pkY, pkH , pD,
and pY are closer to the values the intrinsic parameters of the simulation and independent
of the ionic strength considered. The electrostatic interaction parameter, βδ, is positive,
indicating an overall repulsive character dependent on ionic strength and not dependent
of the proportion of acid functional groups, as in the case of D-Y chain (Table 1). It is
important to remark that the values of the electrostatic interaction parameter, βδ, has a
higher value than the case of D-Y chain; this is possible since there are more interactions
(attractive and repulsive).

Concerning to the corresponding pKapp value (Figure 9b), the values are very similar
at intermediate pH values, and behave like those that occur in the case of the D-Y chain.
However, in this case, no ideal behaviour can be achieved at both limits, since there a
mixing of acid and basic functional groups. Although the proportion of basic groups is
very low (9%), this case could be like the case of D-Y chain (Figure 8b), achieving the ideal
case at low pHs with a value of lim

cH→0
pKid

D−Y−H = log
(

pD10pkD + pY10pkY + pH10pkH
)

[24].

The case plotted in Figure 9b, which has the value of 9.26, lower than the simulated one
but with a small increase for lower ionic strength, indicates the importance of the repulsive
electrostatic interactions between functional acid groups.

However, they cannot reach the ideal value at acid pHs, as expected for a polyelec-
trolyte with acid functional groups that are fully protonated, i.e., discharged, since the
presence of basic functional groups, which are protonated at low pHs, causes a repulsive
electrostatic interaction between them. If we compare the limiting value of pKapp at acid
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pHs with the obtained for an ideal heterogeneous Langmuir isotherm of three kind of
functional groups [24],

lim
cH→∞

pKid
D−Y−H = log

(
kDkYkH

pDkYkH + pYkDkH + pHkDkY

)
(14)

which, for the case plotted in Figure 9, has a limiting value of 4.34, we find a lower
deviation. This is in accordance with the repulsive electrostatic interaction between basic
groups, which has a lower increase for lower ionic strength.

Despite this, when looking at the well-fitted curves in Figure 9 and accounting for the
low values of reduced chi-squared, χ2

r , it is noticeable that the simulated system could be
described as a proton binding process from a mean-field approach given by the two-acid
and one-basic terms of Frumkin isotherm (12).

3. Methodology
3.1. The Model

To represent a general charged weak biopolymer, and for the case of HAs, a coarse-
grained 2-bead-spring model was implemented, derived from the results reported from
polypeptide simulations by Lunkad et al. [21,22]. HAs behaviour could be approached as a
mixture of two kinds of acid molecular moieties, one with a pki ≈ 4 for carboxylic groups
protonation and another with a pki ≈ 9 for phenolic groups protonation [27,35,36].

The functional groups present in HAs were represented by aspartic acid (D) for
carboxylic substituents and tyrosine (Y) for phenolic substituents since the pki values are
4.0 and 9.6, respectively [21,22]. In addition, in some simulations a bead of histidine (H),
with a pki value of 6.8 (see Table 4), was employed to study the effects of other functional
groups associated with nitrogen that can be present in the HAs structure.

A schematic representation of the model is shown in Figure 10, consisting of a polymer
chain with two beads per monomer. Each monomer consists of a backbone bead (C)
and a side-chain bead representing the functional group (either carboxylic, phenolic, or
other associated with nitrogen) [43]. The bonds between beads are modelled using a
harmonic potential

Ubond =
kh
2
(l0 − r)2 (15)

where kh = 400 kBT nm−2 is the harmonic constant for all bonds, l0 is the equilibrium bond
length, and r is the distance between the bonded particles. The values of l0 for each bond
type are reported in Table 4 (C-bond length). The model does not include any bending or
torsional potential.

Table 4. Parameters of the beads employed in simulations: aspartic acid (D), tyrosine (Y), histidine
(H), central bead (C) [21,22]. C-bond length is the distance between a central bead and its side chain
(C-D, C-Y, and C-H), and between two central beads (C-C).

Bead Functional Group Diameter
(nm)

C-Bond Length
(nm) pki

D Carboxylic 0.35 0.329 4.0
Y Phenolic 0.35 0.648 9.6

H Other associated
with N 0.35 0.452 6.8

C Central bead 0.35 0.382 -
Na Cation 0.35 - -
Cl Anion 0.35 - -
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on the other side of the chain. Alternating refers to the model where Y substituents where 
symmetrically placed between D substituents along the chain. Moreover, four different 
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In those cases where other functional groups associated with nitrogen were included 
(H), the proportion of H was set according to experimental results of carbon and nitrogen 
distribution over various functional groups in the HAs structure [19,36], so that its value 
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Figure 10. Example of the coarse-grained model where aspartic acid (D) and tyrosine (Y) represent
the carboxylic and phenolic substituents in the HA structure with a D:Y proportion of 5:5 and
10 substituents. The structure is simplified in a 2-bead model, where C is the central bead, that
represents the peptide bond, and the substituents are represented for another beads, either green (D)
or pink (Y).

Steric hindrance in the polymer chain is included in the model through the pair-wise
Weeks–Chandler–Andersen (WCA) potential

UWCA =

{
4ε
[(

σ
r
)12 −

(
σ
r
)6

+ 1
4

]
r ≤ 21/6σ

0 r > 0
(16)

where σ = 0.355 nm is the particle diameter and ε = 1 kBT is the depth of the potential
well. For simplicity, the model assumes that all particles, including polymer beads and
small ions in solution, have the same WCA parameters, as reported in Table 4. These
parameters are arbitrarily chosen to match values commonly used in coarse-grained models
of polymers [21,22].

Four different levels of D:Y proportion were set in order to study its influence on HAs
conformation and charge regulation. For each proportion of functional groups, a diblock
and alternating sequence were modelled to study the effect of the substituent’s distribution
along the chain. Diblock is the model where all D substituents were grouped in a block
at one side of the chain and bonded to an analogous block of grouped Y substituents on
the other side of the chain. Alternating refers to the model where Y substituents where
symmetrically placed between D substituents along the chain. Moreover, four different
chain sizes were modelled to study the effect of varying the number of substituents while
keeping a constant proportion.

In those cases where other functional groups associated with nitrogen were included
(H), the proportion of H was set according to experimental results of carbon and nitrogen
distribution over various functional groups in the HAs structure [19,36], so that its value
was H:(D+Y).

3.2. Electrostatic Interactions

To simulate the protonation of a weak polyelectrolyte in solution in the presence
of other ions, the electrostatic interaction of all electric charges between the ions in the
medium and the charged groups of the polyelectrolyte should be considered by means of a
summation of all pair interactions according to Coulomb’s law,

UC =
e2

4πε

1
2

N

∑
i=1

N

∑
j=1

zizj

rij
(17)

where ε is the permittivity of the medium, rij the distance between particle i and particle j,
and zi and zj are their ionic charges, respectively. This treatment requires performing the
simulation with all explicit particles, which comes at a high computational cost.
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Different approximations can be considered when simplifying the simulation [38,44],
including the Particle-Particle Particle-Mesh (P3M) method and the Debye–Hückel screened
potential.

3.2.1. P3M Method

The P3M method, closely related to the Ewald summation method, is based on the idea
that the long-range inter-particle interactions can be calculated as the sum of two parts: the
short-range part, which has a rapid variation and is cancelled after a certain cut-off radius,
and the reference part, which slowly varies and is smooth enough over a long distance and
can be roughly approximated on a mesh [44,45].

In this way, the P3M allows us to compute electrostatic interactions from a mixed
approach, i.e., combining the accuracy derived from a particle-particle method with the
rapid convergence of a particle-mesh approach.

3.2.2. Debye–Hückel Potential

The screened Coulomb potential, which is based on the Debye–Hückel (DH) theory of
diluted solutions of simple electrolytes [3,4,6,29,46,47], can be used in the situation of small,
charged particles with an electrostatic interaction lower than the thermal energy, kBT. For
punctual particles, the electrostatic interaction energy, based on the DH screened potential,
can be expressed as:

UDH(r) =
e2

4πε

e−rκ

r
(18)

where, κ−1, is the Debye screening length, as a measure of the diffusion layer, which
depends on the ionic strength, I, the temperature, and the dielectric constant of the medium:

κ−1 ≡

√
εkBT

2NAe2 I
; I =

1
2

N

∑
i=1

ciz2
i (19)

where NA is the Avogadro constant.
The Debye–Hückel approximation breaks down for systems formed by monovalent

electrolyte solutions at high concentrations since ion-ion correlations are too strong. When
considering divalent and higher valency ions, only the qualitative behaviour remains
accurate. However, in the case of systems containing multivalent ions, the Debye–Hückel
theory fails quantitatively, even at relatively low salt concentrations [3].

3.3. Computational Details

Computer simulations were performed using a combined scheme of Langevin Dy-
namics (LD), to sample the configuration space, and constant pH Monte Carlo (cpH) [48],
to sample the reaction space of the acid-base reactions. Each simulation cycle consisted
of 104 LD integration steps and 103 cpH steps, after which all relevant quantities were
measured. This scheme is designed to efficiently sample the thermodynamic equilibrium of
the system at the cost of losing information about its dynamics. The latter is due to inclusion
of the Monte Carlo moves, which do not describe the actual mechanism of the reaction.
The time series of the quantities were stored during the simulation for later post-processing
and the first third was discarded as equilibration. Statistical uncertainty was calculated
using the block analysis method [49]. LD was performed at a temperature of 300 K and
a damping constant of γ = 1.0τ−1 with a time step of dt = 0.01τ, where τ = σ

√
m/ε.

The value of the particle mass m is arbitrary, and it has no effect on the thermodynamic
properties at equilibrium.

In each Monte Carlo trial move, the chemical identity of one of the acid or base groups
was randomly changed and its charge was switched accordingly, following the chemical
reactions

HA ⇌ A− + X+ ; HB+ ⇌ B + X+ (20)
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X+ is a generic neutralizing ion, whose chemical identity should not be confused with
that of proton ions [3,4]. In the cpH method, the pH is implicit, and it enters the simulation
scheme as a direct input of the acceptance probability of the trial Monte Carlo moves.

pacc = min
(

1, exp
(−∆Upot

kBT
ξ(pH − pki)ln10

))
, (21)

where ∆Upot is the change in the potential energy of the system due to the trial move and
ξ is the extent of the reaction which is +1 in the forwards direction and −1 in the reverse
direction. In Equation (21), we have not corrected the excess chemical potential of X+ [50].
However, for dilute solutions of polyelectrolytes, this omission should only have a small
impact on its properties [51].

All computer simulations were conducted using the Extensible Simulation Package
for Research on Soft Matter (ESPResSo) [38,39]. ESPResSo is an open-source software for
Molecular Dynamics and Monte Carlo simulation, especially well-suited for coarse-grained
models of macromolecular and colloidal systems. ESPResSo features various Monte Carlo
methods designed to sample reversible chemical reactions in macromolecular systems,
including the constant pH Monte Carlo method employed in this study. To build the
coarse-grained models of the molecules and to set-up the constant pH method in ESPResSo,
we used the module python-based Molecular Brewer for Espresso (pyMBE), developed
by Blanco et al. [40]. The module pyMBE provides several tools to aid the setup of coarse-
grained models of molecules with complex topologies in ESPResSo such as polyelectrolytes,
peptides, and globular proteins. The module is especially designed to set-up Monte Carlo
simulations of systems with many different reactive groups, making it a convenient tool to
set-up the simulations performed here.

The input parameters were the composition of the HAs chain, the ionic strength, the
pH, and the method for computing the electrostatic interactions. The system consisted
of one polymer chain and several small ions. The simulation box was a cube of size
L = 114.31 nm. The system was initialized in a random configuration. When using the
Debye–Hückel method for electrostatics, only counter-ions were added to the system; the
rest of the added salt ions were only implicitly considered. When using the P3M method for
electrostatics, explicit Na+ and Cl− particles were added to match the input ionic strength.
The built-in function of ESPResSo was used to tune down the parameters of the P3M
method with an accuracy of 10−3 [39].

3.4. Magnitudes

From the simulations, total charge (6), coverage (7), global apparent dissociation con-
stant (8), and the radius of gyration (22) were computed by averaging different simulations.

During the simulation, ESPResSo collects the value of the charge of the chain. In those
cases where different chain sizes were compared, the charge of the chain was normalized
by dividing its value between the total number of functional groups of the chain.

The radius of gyration, Rg [4], was the parameter used for studying the conformation
of the chain, where rij is the distance between beads in the chain.

Rg =

√√√√ 1
2N2

N

∑
i

N

∑
j

rij (22)

In the cases where different chain sizes were compared, the radius of gyration was
normalized according to the FJC [4] approach, which relates the radius of gyration with the
size of the chain as

〈
R2

g

〉
= Nb2/6, where N is the number of units that make up the chain,

and b is the distance between units.
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3.5. Fitting Procedure

The simulated curves of the coverage, θ, vs. pH were fitted to the generalized
Frumkin isotherm (Equation (12)) with two terms accounting for acid functional groups
(Figures 8a and 9a) and one term accounting for a basic functional group (Figure 9a), with
three and five fitting parameters, respectively. We used the Levenberg–Marquardt non-
linear regression method [52,53]. This algorithm obtains the best parameter values in
an iterative process of minimization of the reduced chi-squared, χ2

r parameter, which
quantifies the difference between the simulated values and the predicted by the Frumkin
isotherm ones.

The fitting procedure was implemented in a Python script using the NumPy and the
SciPy.optimize libraries. Standard errors of the fitted parameters are obtained from the
covariance matrix of the fitting procedure.

4. Conclusions

In this work, a coarse-grained, 2-bead model of polyelectrolyte chains resembling HAs
structure was implemented as an example of a polyfunctional weak charged biopolymer.
Through constant-pH and Langevin dynamics simulations, we studied the effect of ionic
strength on the charge and radius of gyration of the weak polyelectrolyte. These properties
emerge from the electrostatic interactions, which are influenced by factors related to the
structure of the chain and the ionic composition of the solution.

Within the range of ionic strength and size of the studied systems, no significant
differences were found between the results obtained by P3M method and Debye–Hückel
potential.

The influence of chain composition and ionic strength on the charge and radius of
gyration of polyelectrolyte chains arises mainly from the electrostatic interactions within
the system. Polyelectrolyte chains contain charged functional groups, such as carboxylic
and phenolic groups, which can ionize in solution, leading to the formation of charged
sites along the chain. The charge on these sites interacts with the charges of other sites and
with surrounding ions in the solution, resulting in electrostatic interactions that affect the
conformation of the chain. Polyelectrolytes with a more negative charge, at a particular pH,
exhibit a greater radius of gyration due to the intramolecular repulsion of charges. However,
the effect of ionic strength diminishes this repulsion, thereby reducing the increase in radius
of gyration. On the other hand, the composition of the polyelectrolyte chain, particularly
the types and distribution of charged functional groups, significantly influences its behavior.
For example, the presence of alternating carboxylic and phenolic groups may lead to specific
charge distribution patterns, resulting in distinct conformational changes compared to
chains with other compositions. Once again, at a particular pH, compositions that result in
a greater negative charge led to a greater radius of gyration.

The proportion of carboxylic and phenolic groups as well as the presence of other
functional groups associated with nitrogen modifies the shape of the charge curve. A
plateau is reached when the chain is composed only of alternating carboxylic and phenolic
groups, which is related to the apparent dissociation constant. When other basic functional
groups associated with nitrogen are present in the chain, the charge curve appears smoother
and more curved.

For the case of two-acid functional groups (D-Y), the parameters intrinsic to the
polyelectrolyte model are very similar to those obtained by fitting the coverage to a two-acid
terms of Frumkin isotherm. In contrast, the non-intrinsic parameters depend on the ionic
strength. In this case, the ideal limit of a heterogeneous Langmuir isotherm is achieved
at low pHs, and deviates from the ideality to basic pHs, due to the repulsive electrostatic
interactions of the acid functional groups.

For the case of the presence of other basic functional groups associated with nitrogen
are present in the chain, the parameters intrinsic to the polyelectrolyte model are very
similar to those obtained by fitting the coverage to two terms associated with acidic groups
and one term associated with basic groups Frumkin isotherm. In contrast, the non-intrinsic
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parameters depend on the ionic strength. In this case, the limit achieved at low pHs deviate
from the ideality, since the presence of the charged protonated basic groups, and, also, at
basic pHs, due the presence of the charged dissociated acid groups.

The fitting procedure to the simulated system tell us that the proton binding process
can be described in terms of a mean-field approach given by the two terms associated with
acidic groups and one term associated with basic groups Frumkin isotherm. Once we have
validated this fitting procedure by comparing it with the detailed information from the
computer simulation developed in this work, it can be applied to interpret experimental
data from potentiometric titration of humic acids or other biopolymers, which is often
complex to rationalize.

Summarizing, the main contributions of the computational study developed here,
using a combined scheme of Langevin Dynamics and constant pH Monte Carlo, are, for
one hand, the validity of this simulation model to describe the polyelectrolytic behavior
of natural biopolymers in solution, when varying the pH and ionic strength, and, for the
other hand, the use of polyfunctional Frumkin isotherms to describe the proton binding to
different acid-base groups of the biopolymer, as well as obtaining mean field parameters
that give us an idea of the intramolecular electrostatic interactions between the charged
groups of the biopolymer and the ions of the solution.

Furthermore, the results of this work give some insights of the factors that influence the
behaviour of HAs and other natural biopolymers. Future work could focus on modelling
larger systems, to test the validity of the findings beyond the boundaries defined in this
study. Studying systems with different HAs models (size and composition) interacting in
the same simulation box would yield results that could be related to experimental data.

Author Contributions: Conceptualization, S.M. and F.M.; methodology, S.M., F.M. and J.LG.; software,
D.N., P.M.B. and S.M.; formal analysis, D.N., J.L.G., S.M. and F.M.; investigation, D.N., S.M. and F.M.;
resources, P.M.B., S.M. and F.M.; data curation, D.N., J.L.G., S.M. and F.M.; writing—original draft
preparation, D.N., S.M. and F.M.; writing—review and editing, D.N., P.M.B., J.L.G., S.M. and F.M.;
visualization, D.N., S.M. and F.M.; project administration, S.M. and F.M.; funding acquisition, S.M.
and F.M. All authors have read and agreed to the published version of the manuscript.

Funding: P.M.B.: S.M. and F.M. acknowledge the financial support from Generalitat de Catalunya
(Grant 2021SGR00350). S.M. and F.M. acknowledge Spanish Structures of Excellence María de Maeztu
program through Grant CEX2021-001202-M. J.L.G. also acknowledges the Spanish Ministry of Science
and Innovation (Project PID2022-140312NB-C21), and P.M.B. the financial support from the Spanish
Ministry of Universities (Margarita Salas Grant MS98) and the funding from the European Union’s
Horizon Europe research and innovation programme under the Marie-Skłodowska Curie grant
agreement No 101062456.

Data Availability Statement: The data that support the findings of this study are available on request
from the corresponding authors.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Holm, C.; Joanny, J.F.; Kremer, K.; Netz, R.R.; Reineker, P.; Seidel, C.; Vilgis, T.A.; Winkler, R.G. Polyelectrolyte Theory. In Advances

in Polymer Science; Springer: Berlin/Heidelberg, Germany, 2004; pp. 67–111. [CrossRef]
2. Muthukumar, M. 50th Anniversary Perspective: A Perspective on Polyelectrolyte Solutions. Macromolecules 2017, 50, 9528–9560.

[CrossRef]
3. Landsgesell, J.; Nová, L.; Rud, O.; Uhlík, F.; Sean, D.; Hebbeker, P.; Holm, C.; Košovan, P. Simulations of ionization equilibria in

weak polyelectrolyte solutions and gels. Soft Matter 2019, 15, 1155–1185. [CrossRef]
4. Blanco, P.M.; Narambuena, C.F.; Madurga, S.; Mas, F.; Garcés, J.L. Unusual Aspects of Charge Regulation in Flexible Weak

Polyelectrolytes. Polymers 2023, 15, 2680. [CrossRef]
5. Liu, S.; Ghosh, K.; Muthukumar, M. Polyelectrolyte Solutions with Added Salt: A Simulation Study. J. Chem. Phys. 2003, 119,

1813–1823. [CrossRef]
6. Koper, G.J.; Borkovec, M. Proton binding by linear, branched, and hyperbranched polyelectrolytes. Polymer 2010, 51, 5649–5662.

[CrossRef]

https://doi.org/10.1007/b11349
https://doi.org/10.1021/acs.macromol.7b01929
https://doi.org/10.1039/C8SM02085J
https://doi.org/10.3390/polym15122680
https://doi.org/10.1063/1.1580109
https://doi.org/10.1016/j.polymer.2010.08.067


Biophysica 2024, 4 126

7. Blanco, P.M.; Madurga, S.; Narambuena, C.F.; Mas, F.; Garcés, J.L. Role of Charge Regulation and Fluctuations in the Conforma-
tional and Mechanical Properties of Weak Flexible Polyelectrolytes. Polymers 2019, 11, 1962. [CrossRef]

8. Lyulin, A.V.; Dünweg, B.; Borisov, O.V.; Darinskii, A.A. Computer Simulation Studies of a Single Polyelectrolyte Chain in Poor
Solvent. Macromolecules 1999, 32, 3264. [CrossRef]

9. Udayakumar, G.P.; Muthusamy, S.; Selvaganesh, B.; Sivarajasekar, N.; Rambabu, K.; Sivamani, S.; Sivakumar, N.; Maran, J.P.;
Hosseini-Bandegharaei, A. Ecofriendly biopolymers and composites: Preparation and their applications in water-treatment.
Biotech. Adv. 2021, 52, 107815. [CrossRef]

10. Baranwal, J.; Barse, B.; Fais, A.; Delogu, G.L.; Kumar, A. Biopolymer: A Sustainable Material for Food and Medical Applications.
Polymers 2022, 14, 983. [CrossRef]

11. Perera, K.Y.; Jaiswal, A.K.; Jaiswal, S. Biopolymer-Based Sustainable Food Packaging Materials: Challenges, Solutions, and
Applications. Foods 2023, 12, 2422. [CrossRef]

12. Buffle, J. Complexation Reactions in Aquatic Systems: An Analytical Approach; Ellis Horwood Ltd.: Chichester, UK, 1988.
13. Stumm, W.; Morgan, J.J. Aquatic Chemistry: Chemical Equilibria and Rates in Natural Waters; Wiley: Hoboken, NJ, USA, 1996.
14. Inselsbacher, E. Recovery of Individual Soil Nitrogen Forms after Sieving and Extraction. Soil Biol. Biochem. 2014, 71, 76–86.

[CrossRef]
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