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Abstract: Digital transformation is advancing across industries, enabling products, processes, and
business models that change the way we communicate, interact, and live. It radically influences the
evolution of existing systems of systems (SoSs), such as mobility systems, production systems, energy
systems, or cities, that have grown over a long time. In this article, we discuss what this means for the
future of software engineering based on the results of a research project called DynaSoS. We present
the data collection methods we applied, including interviews, a literature review, and workshops. As
one contribution, we propose a classification scheme for deriving and structuring research challenges
and directions. The scheme comprises two dimensions: scope and characteristics. The scope motivates
and structures the trend toward an increasingly connected world. The characteristics enhance and
adapt established SoS characteristics in order to include novel aspects and to better align them with
the structuring of research into different research areas or communities. As a second contribution, we
present research challenges using the classification scheme. We have observed that a scheme puts
research challenges into context, which is needed for interpreting them. Accordingly, we conclude
that our proposals contribute to a common understanding and vision for engineering dynamic SoS.

Keywords: dynamic systems of systems; research challenges; classification

1. Introduction

Digital transformation is advancing across industries, enabling products, processes,
and business models that radically change the way we communicate, interact, and live
together. Systems, players, and markets that were once isolated are now being connected
through digital platforms and form novel digital ecosystems. Software-based systems are at
the heart of this evolution, adding value and delivering the desired system characteristics.

Existing digital ecosystems already consist of complex networks of interconnected
and globally distributed applications. Rapid advances in miniaturization, storage capacity,
intelligent information exchange, and processing enable the digitization of more and more
diverse objects. Vision papers in many domains—be it production-as-a-service in Industry
4.0, autonomous transport systems in intelligent mobility, or cyber–physical systems in
digital health—indicate that the future of software engineering will have to deal with
socio-technical systems that are increasingly large and diverse (i.e., systems of systems),
complex in scale and dynamics (i.e., complex systems), involve a growing number of actors
from different organizations, and have a large-scale impact on society (i.e., socio-technical
systems). In this paper, we refer to such types of systems as dynamic systems of systems
(dynaSoS).

Today, systems with characteristics similar to dynaSoS already pose technical chal-
lenges, particularly in terms of managing their quality and complexity, and these challenges
will intensify with the technical advances of and the growing demands on these systems.
Moreover, as dynaSoS can be large-scale (national, transnational, or even global) socio-
technical systems, they can directly affect societies (think, for example, of the propagation
of information—true or false—on social networks, or the management of a continental
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energy network) and the environment (such as the impact cloud computing is having on
greenhouse gas emissions [1]). While there are various challenges, there are also opportuni-
ties: dynaSoS harbor the potential to resolve tensions between pressing ecological, social,
and economic challenges, not least because of their ability to integrate information from
various sources at large scales.

DynaSoS imply an evolution of the existing software and systems engineering ap-
proaches to ensure reliable and secure operation despite their high complexity. These ap-
proaches must not only be able to handle the complex interactions of technical subsystems
but also the interactions between technology, people, and the environment. In this context,
the publicly funded project “DynaSoS” (BMBF, grant no. 01IS211, https://dynasos.de/, last
accessed 1 April 2024) examined the evolution of the current state of software engineering
to support digital transformation in the area of systems of systems (SoSs) development.
The project objective is expressed as follows:

To identify and classify research challenges with respect to dynaSoS from the point of
view of the researchers in the context of the project DynaSoS.

The researchers had to deal with the issue that the term “dynaSoS” was not defined
in the beginning of the project and that the investigation of an undefined or abstract topic
tends to deliver results that are subject to significant threats to validity. A major threat
is that the results depend a lot on the involved people and their background and related
subjective opinions. We minimized subjective interpretation of the term “dynaSoS” by
involving many diverse stakeholders from different sectors and deriving their consensus
about the required (digital) transformation of existing systems of systems. We used this
intersubjective purpose-oriented perspective to sharpen the notion of “dynaSoS”; to relate
this novel notion to the popular notion of SoSs presented in 1998 in [2]; and to identify
relevant research fields, challenges, and directions.

In this article, we provide two contributions:

C1 The main contribution (C1) is a classification scheme for reasoning about dynaSoS and
for deriving and structuring research challenges and directions. The scheme comprises
two dimensions: scope and characteristics. The scope refers to trends like that toward
an increasingly connected world and sketches a vision explaining why these trends
make sense. The characteristics enhance and adapt established SoS characteristics in
order to include novel aspects and to better align them with the structuring of research
into different research areas and research communities.

C2 A further contribution (C2) is the presentation of the identified research challenges
along with the dynaSoS characteristics and proposals for the research directions.

This article presents the major results of the DynaSoS project. We organized this
paper as follows: Section 2 presents the research method we used to collect the research
challenges and shows that the results are based on comprehensive and sound analyses.
Section 3 introduces the dynaSoS classification scheme (C1). Section 4 presents the research
challenges by means of the scheme (C2). In Section 5, we discuss our findings and give
some indications on where we see promising and probable future research for dynaSoS.
Section 6 presents the related work. Finally, Section 7 concludes this article by discussing
the limitations and provides an outlook on the future of dynaSoS.

2. Method

We performed successive surveys to identify and classify dynaSoS challenges. Our
data collection methods comprised interviews, a literature review, and workshops:

• The interviews worked as a preliminary phase to help us characterize dynaSoS through
use cases and example systems.

• The literature review supported the collection of the challenges in dynaSoS.
• Benefiting from the results of the interviews and the literature review, we performed

several workshops iteratively to create a classification scheme for dynaSoS and use it
to classify the identified research challenges. The internal workshops predominantly

https://dynasos.de/
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created the classification scheme for dynaSoS and clustered the identified challenges,
whereas the external workshops helped improve the results by adding to, reviewing,
and validating them.

Figure 1 provides an overview of the methods used. Each part will be described in the
following subsections.

ResultsWorkshops

Semi-structured
interviews Literature review

103 interviewees from
83 organizations in
7 countries across
6 application domains

Use
cases

Use
cases

6
Use

cases Use
cases

Use
cases

4
Example
systems
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Figure 1. Research method.

2.1. Interviews

To characterize dynaSoS, we interviewed experts in industry and academia. The pur-
pose was twofold: On the one hand, we wanted to describe concrete use cases for dynaSoS
in different domains in order to find domain-independent characteristics of these systems;
on the other hand, we aimed to enable the description of example dynaSoS in order to make
their properties more tangible and differentiate them more clearly from the traditional prop-
erties of SoSs [2,3]. We organized ourselves into seven teams of researchers, with six of them
focusing on specific application domains and one focusing on cross-cutting aspects of dy-
naSoS. We prepared an interview questionnaire and each team conducted semi-structured
interviews lasting approximately 60 min with the participants. All the interviews were
conducted online via video conferencing. The interviewees were invited via e-mail through
our network of partners in industry and academia. Participation was voluntary.

In total, we interviewed 103 people from 83 organizations in seven countries. Table 1
shows the frequency of organizations per type and the frequency of the roles of the individ-
uals of these organizations. Most of the organizations are from Germany (72), followed by
Austria (3), Sweden (3), Switzerland (2), Estonia (1), Singapore (1), and The Netherlands (1).
Participants came from different application domains: Smart City and Region (23), Smart
Health (21), Smart Mobility (17), Smart Farming (10), Smart Energy (9), and Smart Manu-
facturing (8). Fifteen participants were not bound to any particular domain, so they were
interviewed by the cross-cutting analysis team.

The results of each interview were consolidated within the respective teams and served
as a basis for the description of example systems in each application domain. The teams
working in each application domain were free to choose the appropriate format of these
artifacts, which differed due to differences in the level of abstraction: While the Smart Mo-
bility and Smart City and Region scenarios take a bird’s eye view of a metropolitan setting,
Smart Farming and Smart Manufacturing consider a specific application or production site
with selected machinery. As the description of each individual example system would go
beyond the scope of this article, they can be found on the project website [4].
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Table 1. Frequency of organization type (N = 83 organizations) and frequency of roles per organization
type (N = 103 individuals).

Organization (N = 83) Role (N = 103)

Type Detail % Manager Project/
Team Leader Employee Director Professor Other

Companies 43.4%

Startups 3.6%Industry
Infrastructure 2.4%

13 11 13 5 0 4

Institutes 21.7%
Research

Universities 16.9%
10 12 4 12 8 0

Public
administration

Public authorities
and government 6.0% 6 0 0 0 0 0

Associations Associations, unions 6.0% 1 3 0 1 0 0

2.2. Literature Review

In order to identify concrete research challenges, we conducted a literature review cov-
ering the research challenges for dynaSoS-related systems, such as cyber–physical systems,
IoT-based systems, adaptive systems, complex systems, and autonomous systems. We
used Scopus [5] as the search engine, as it indexes publications from more than 7000 pub-
lishers [6]. We designed the search string to embrace three aspects in the results: SoSs,
challenges, and dynamism. Furthermore, we restricted the search to results from the last
ten years. Table 2 shows the terms we used to parameterize the search engine.

Table 2. Terms used to parameterize the search engine.

Aspect Terms

Systems of Systems

TITLE (“systems of systems” OR “multi agent” OR “agent oriented” OR
“agent based” OR “IoT” OR “internet of things” OR “Cyber Physical
Systems” OR “CPS” OR “complex adaptive
systems” OR “adaptive systems” OR “complex systems” OR “digital twin”)

Challenges
TITLE ({research agenda} OR “opportunities” OR “roadmap” OR {research
roadmap} OR “issues” OR “challenges” OR “vision” OR “trends”)

Dynamism TITLE-ABS-KEY(dynamic)
Last 10 years PUBYEAR >2012

The search engine returned 160 documents, on which two researchers performed a
series of selection steps independently, according to the following criteria:

• Inclusion criteria: Documents containing concrete challenges or research questions
concerning SoSs.

• Exclusion criteria: Proceedings, documents not written in English, and primary work
that presents solutions and evaluations.

The first selection step was to analyze the title of the document. The documents that
were not excluded in the first step went to the second step, an analysis of the abstract;
the remaining selected documents were then submitted to the third step: reading of
the introduction and conclusion and document screening. After the third step, the two
researchers compared their results. All documents that were accepted by at least one
researcher through the three steps were used in the extraction phase. In total, 91 documents
remained after the selection procedure.

In the extraction phase, the 91 selected papers were divided among three researchers,
each of whom extracted the following information from the documents: research challenges,
research questions, and research agendas. In total, 241 challenges were identified from
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the 91 papers. These challenges were organized into 58 groups of challenges based on
similarity and redundancy.

These groups of challenges identified in the literature review were one of two inputs
we utilized to identify and classify research challenges for dynaSoS; the second input came
from several workshops we performed (see Section 2.3).

2.3. Workshops

We performed several workshops with two main purposes: On the one hand, we
wanted to create and refine a classification scheme for dynaSoS; on the other hand, we
aimed to identify more challenges that might not have been captured in the literature review
and organize them all into the classification. Therefore, the definition of the classification
scheme was an iterative process that took place throughout the workshops.

There were internal and external workshops. External refers to workshops where
individuals who were external to our institution participated. Although all the activities
were performed in both internal and external types of workshop, the former put more
emphasis on the creation of the classification scheme and identification of the challenges,
whereas the latter contributed more to the validation of the classification and challenges.
In total, we performed six external workshops. Table 3 shows the demographics of the
seventeen external participants by organization type and role.

Table 3. Participants of the external workshops by organization type and role.

Type % (N = 17) Manager Project/Team Leader Employee Director Professor Other

Industry 41.2% 1 2 3 1 0 0
Research 47.0% 1 0 3 0 4 0
Public adm. 11.8% 0 1 1 0 0 0

3. A Classification Scheme for DynaSoS

The interviews provided us with many results showing how dynaSoS can contribute to
urgent real-world challenges such as climate change and that their continuous engineering
raises many software-related research challenges. Many of these challenges were found
in the literature review. However, both the interviews and the literature review did not
provide a big picture that illuminates novelties from different perspectives. What is actually
novel considering that research addressing SoSs has a long history? Are these novel trends
actually required to handle urgent challenges such as climate change or are they nonsensical
digitalization madness? Why are these novelties challenging from a software engineering
perspective? How do we structure these software-related challenges? How do we relate
them to challenges of other research disciplines?

With the aim of providing a comprehensive understanding of dynaSoS, we have
structured the results and derived a classification scheme. This scheme not only offers a big
picture of dynaSoS but also supports discussions about it. It defines the characteristics of dy-
naSoS, helps to reflect on the evolution of current software systems, and organizes research
challenges related to dynaSoS in a systematic manner. The classification distinguishes
between scope and characteristics, which are detailed in the following sections.

A visual overview of the scheme is provided in Figure 2. The arrows show how the
dynaSoS characteristics map to traditional SoS characteristics [2,3].
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Figure 2. Scope and characteristics of dynaSoS, and their relationship with classical SoS characteristics.

3.1. Scopes of DynaSoS

The scope is characterized by three things: the geographic scale of the dynaSoS,
the structure of the dynaSoS, and the applicability of the dynaSoS. The scale can vary from
local to global systems; the structure can be atomic or hierarchical; its applicability vertical
or horizontal.

Hierarchy level, applicability, and geographic scale are loosely related to each other.
Atomic dynaSoS tend to be local and vertical. Hierarchical dynaSoS can be local and vertical,
but the higher the hierarchy level, the more likely the dynaSoS is horizontal and the more
likely it has a wider geographic distribution. According to these loose dependencies, we
roughly distinguish between four kinds of dynaSoS, which are illustrated in Figure 3
and described in the following. On the left of the figure, we can consider, for example,
collaborating robots and drones that together form a dynaSoS. The robots and the drones
are the constituent systems (CSs) of the dynaSoS. If none of the CSs in a dynaSoS is a
dynaSoS itself, we call the dynaSoS atomic. Otherwise, we call it hierarchical and refer
to hierarchy levels for the depth of its nested structure. If a dynaSoS belongs to a single
application domain such as mobility or energy, we call it vertical. Otherwise, we call it
horizontal. Finally, we use terms such as local, regional, national, supranational, and global
to describe the geographic distribution of a dynaSoS.

Figure 3. Illustration of different scopes of dynaSoS.
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3.1.1. Small Vertical Atomic DynaSoS

Small atomic vertical dynaSoS are composed of some (autonomous) devices such as
robots, drones, or other machines that collaborate to implement a domain-specific task.
In doing so, they can dynamically adapt to various context conditions. This dynamism is
often enabled by AI and not considered in conventional SoSs. It can be used for various
purposes, but the general purpose is to maximize efficiency by following the rules of
economy and the constraints of regulation. As sustainability is increasingly reflected in
regulatory constraints and economic drivers, many of these dynaSoS aim at sustainable
development. These dynaSoS might not evolve from existing SoSs and thus not fulfill
the SoS characteristic “evolutionary development”. Furthermore, they might not fulfill
the SoS characteristic “managerial independence”, meaning that the CSs are generally
individually acquired and integrated and maintain a continuing operational existence that
is independent of the SoSs.

Consider, for example, a swarm of field robots that can collaborate when weeding.
The CS of these SoSs might be developed from scratch because they did not previously
exist. For instance, a farmer may have only conventional agricultural machinery but no
field robots that are able to collaborate. A manufacturer of agricultural machinery will
likely develop collaborative field robots independent of existing conventional agricultural
machinery because the latter have no collaboration capabilities. This is thus rather a
development from scratch than an evolution of a SoS. Furthermore, the manufacturer
might do this without considering collaboration with field robots from other manufacturers.
This means that the SoS characteristic “managerial independence” might not be fulfilled.

3.1.2. Vertical Hierarchical DynaSoS

A vertical hierarchical dynaSoS involves various systems (including SoSs) from the
same verticals. It collects information from its CS and dynamically influences their behavior.
The novelty is the dynamism of the dynaSoS, which is enabled by the dynamism of the
constituent dynaSoS, data spaces, AI, and information and communication technology
(ICT). ICT enables the collection of more and/or better information. Existing SoSs in various
verticals are transformed by introducing ICT and by using this information to dynamically
control and adapt the processes in these verticals. Often, a lot of information needs to be
processed within a very short time. This rapid processing typically goes beyond human
skills and motivates the application of technology, including AI-based control or AI-based
recommendations. Thus, ICT and AI are enablers for the transformation from SoSs to
dynaSoS. ICT and AI were already known when Maier introduced the SoS characteristics in
1998 [2], but the technological possibilities have grown tremendously since then. Moreover,
there is increasing awareness and political pressure for existing SoSs in domains such
as energy, mobility, and agriculture to be transformed in order to achieve sustainability
objectives [7]. We consider political systems responsible for implementing the sustainability
goals for a sector as part of the vertical dynaSoS.

For instance, an Agricultural Data Space (ADS) (https://agridataspace-csa.eu/, last
visited 1 April 2024) may collect information to support the decision about when it is time
for weeding or irrigation. Based on this information, a service tells weeding robots or
irrigation robots how to do their job. Similar data spaces or platforms are envisioned in
other verticals. For instance, a smart grid requires a platform that organizes the matching
between energy demands and offers or that trades the flexibilities of energy demands and
offers. The vision of shared multimodal mobility requires various transportation means to
be connected to a platform that organizes the matching between mobility demands and
offers. These platforms and their related smart devices provide opportunities to achieve a
sector’s sustainability goals, such as the reduction in CO2 emissions defined for the sector.
Whether and how these technological opportunities will be used depends on political
systems that generate constraints, rules, and incentives affecting technology transitions
and user behavior.

https://agridataspace-csa.eu/
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3.1.3. Horizontal Hierarchical DynaSoS

A horizontal hierarchical dynaSoS involves various systems (including hierarchical
dynaSoS) from different verticals. This can happen at different geographical scales. Increas-
ing the scope in these directions requires dealing with more regulatory regimes because the
regimes are organized along verticals and geographic areas (states/countries). We refer to
this issue as scope complexity.

For instance, let us consider a city. A city integrates many systems that provide public
services, such as mobility, energy, and water. The digital transformation may transform
each of these systems into a hierarchical vertical dynaSoS, but the local optimization within
these dynaSoS provides limited means to provide the best services for citizens with given
resources. For this reason, a smart city breaks up the silos of its vertical dynaSoS and
becomes itself a horizontal dynaSoS. As an example on a larger geographical scale, let us
consider a global food supply chain. The supply chain integrates systems, such as farming
systems, production and packaging systems, mobility systems, and so on. This integration
refers to goals that all of these systems shall fulfill together. Apart from the goal to reliably
deliver high-quality food, this includes sustainability aspects as defined in the German
Supply Chain Act. Fulfilling these goals is the main function of the food supply dynaSoS.
It dynamically chooses its CS with respect to this main function.

3.1.4. Large Holistic DynaSoS

The attributes large and holistic refer to two important aspects of popular notions
of sustainability. One notion is that sustainability involves not only ecological aspects
but also social and economic aspects. This notion provides a holistic perspective on the
challenge of humans living on Earth for a very long time. It is closely related to the notion
that sustainability focuses on the complete planet and living within planetary boundaries.
These boundaries define the safe operating space for humans with respect to the Earth
system and are associated with the planet’s biophysical subsystems or processes [8]. Our
vision is for dynaSoS to be engineered with respect to this safe operating space. A top–
down engineering approach following this vision would be to define goals at the global
level and break them down so that they can be allocated to some large and holistic dy-
naSoS. A prominent example of engineering sustainability at a global scale is given by
the 17 UN Sustainability Development Goals (SDGs) [9]. These global objectives can be
broken down into supranational objectives. For instance, the European Commission ad-
dresses the SDGs with the European Green Deal and other concepts [10]. These objectives
are further broken down into nations and verticals, such as energy, transportation, pro-
duction, and agriculture. Establishing meaningful global goals and breaking them down
in a reasonable manner requires analyzing the interaction between biological/ecological
systems, social/economic/political systems, and technical systems. These systems are
loosely coupled, geographically distributed, evolve permanently, and generate emergent
behavior. These properties relate to the SoS characteristics presented in [2,3]. Further-
more, the interaction between the systems is dynamic in nature, as described in [11]:
“‘Dynamics’ refers to the patterns of complexity, interaction (and associated pathways)
observed in the behavior over time of social, technological and environmental systems”.
The right part of Figure 3 illustrates the interaction between biological/ecological systems,
social/economic/political systems, and the “mediating role of technology in altering and
being altered by natural and social-political systems” [11]. Large and holistic dynaSoS refer
to such ultra-large-scale systems.

3.2. DynaSoS Characteristics

An engineering dynaSoS requires coping with different kinds of complexity. An
engineering small atomic dynaSoS requires coping with the complexity of the technical
CS and the related emergent SoS behavior. Engineering large and holistic dynaSoS with
respect to sustainability may require some technological innovations, but the main issues
relate to ecology, politics, economy, and so on. With our classification, we want to provide
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a means to discuss the role of systems and software engineering in dealing with these
different kinds of complexity. Systems and software engineering are obviously essential
for coping with technology-driven complexity. Software drives innovations and systems
engineering has the transdisciplinary role of combining software engineering with other
engineering disciplines. The transdisciplinary role of systems engineering has a strong
focus on technical disciplines but may involve non-technical disciplines. In this way, it
can contribute to handling scope-driven complexity and to supporting reasoning about
the interdependencies between technical systems, ecological systems, and socio-political
systems. It utilizes systems thinking principles and systems theory to organize the body of
knowledge from different stakeholders, disciplines, and domains. This systems-oriented
approach motivated us to come up with dynaSoS characteristics in order to address the
following questions: What characterizes dynaSoS? What do dynaSoS with different scopes
have in common? How do these commonalities relate to research fields that are related
to systems and software engineering? How do these commonalities relate to the five SoS
characteristics that are well established in the literature: managerial independence, opera-
tional independence, evolutionary development, geographic distribution, and emergent
behavior [2,3]? How do these commonalities relate to the increased usage and application
of AI, autonomous systems, Big Data, and data science?

With these questions in mind, we came up with six characteristic aspects:

• Heterogeneous Open Systems (Managerial Independence and Operational Indepen-
dence).

• Continuously Improved and Innovation-Driven (Evolutionary Development).
• Complex Systems (Emergent Behavior).
• Distributed Systems (Geographic Distribution).
• Data-Intensive Systems.
• AI-based Autonomy of Constituent Systems.

The first four dynaSoS characteristics relate to the five SoS characteristics mentioned in
brackets. The last two dynaSoS characteristics highlight the role that Big Data, AI, and au-
tonomy have in dynaSoS. The categories were chosen because they give rise to challenges
that do not necessarily overlap and relate to research fields or research communities. We
did not introduce the dynamic aspect as an isolated characteristic because dynamism
comes with different notions stemming from the SoS characteristics or the situation-specific
behavior of autonomous systems.

In the following, we will discuss each characteristic and our thoughts for introducing it.

3.2.1. Heterogeneous Open Systems (Managerial Independence and
Operational Independence)

Two SoS characteristics are operational independence and managerial independence.
This means that an SoS is composed of systems that operate independently and are managed
by different organizations. This leads to heterogeneous open systems and the challenge to
achieve interoperability for these systems. On the technological level, various hardware
and software technologies may need to interact. On the organizational level, different
parties may have to agree on common goals and to synchronize their processes while
pursuing their particular goals, which may not always converge on the overarching goal
of the SoS to which they belong. We call the cluster of these challenges “Heterogeneous
Open Systems” because research communities rather refer to heterogeneity and openness
than to managerial and operational independence. Operational independence contributes
dynamics because a constituent system is not bound to an SoS. It is loosely coupled and
can also contribute to other SoSs with its capabilities. This means that a CS can dynamically
enter and leave an SoS. This notion of dynamism holds for all SoSs, not only for dynaSoS.
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3.2.2. Continuously Improved and Innovation-Driven Systems
(Evolutionary Development)

A third SoS characteristic is its evolutionary development. This means that the de-
velopment is based on developments in the CS. These developments may take place
asynchronously based on the independent development processes of the CS. Consequently,
the SoS evolves incrementally instead of being “delivered” as normally envisioned in single
system development or acquisition. We refer to this as “continuously improved” and
“innovation-driven” because these terms are a better fit for the research communities. There
is a research community around continuous software engineering, but their challenges and
solutions are not limited to SoSs.

The continuous improvement of the CS is another notion of dynamism. All SoSs
provide this kind of dynamism, but it plays a special role in dynaSoS. Continuous software
engineering was not such a big topic when the SoS characteristics were introduced. Now,
advances in continuous software engineering can shorten the time between incremental
improvement steps.

3.2.3. Complex Systems (Emergent Behavior)

A fourth SoS characteristic is emergence. Emergence occurs when a system is observed
to have properties that its constituent parts do not have on their own. Such emergent
properties or behaviors arise from interactions between constituent systems. In addition,
an emergent phenomenon affects its constituents: There is a feedback loop between the
whole and its parts [12,13]. At least two levels of abstraction are needed to see, understand,
and control emergent phenomena: the micro level, which describes the components, and the
macro level, which describes the system as a whole. A traffic jam (e.g., on a motorway) is a
simple example of an emergent phenomenon. The cars are the micro-level components.
The traffic jam is the emergent phenomenon that happens at the macro level. A traffic jam
can occur when cars interact and slow down, e.g., because of merging lanes or an accident.
A traffic jam is a phenomenon with its own dynamics. It flows in the opposite direction of
the cars and can spread in space (some can grow to several kilometers in length) and in time
(sometimes even when the source of the slowdown is no longer present). Incoming cars are
also affected by the traffic jam: They also have to slow down. Some emergent phenomena
are desirable, while others are unwanted. For instance, an intelligent traffic management
system may generate emergent behavior that optimizes traffic flow, but other phenomena
may lead to a traffic jam. We refer to complexity and not to emergence, because this term
fits better to the research community that studies emergent phenomena.

3.2.4. Distributed Systems (Geographic Distribution)

A fifth SoS characteristic is their geographic distribution. We already captured this as-
pect in one dimension of the dynaSoS scope. Considering relevant software-related research
fields, geographic distribution hints at research around distributed systems. The CSs are
physically located in different places and interconnected through communication networks.
A major research question here is as follows: How do we use the execution platforms of the
CS most efficiently but with assured quality? This question comes along with many notions
of dynamism. The dynamic allocation of software functions to different CSs. The dynamic
allocation of software functions within a CS. Static solutions have the advantage that they
are easier to analyze at design-time. This supports quality assurance but limits efficiency,
which could be better with more dynamism.

3.2.5. AI-Based Autonomy

There is no SoS characteristic that hints at increasingly autonomous CSs or autonomous
hierarchical control of CSs. We consider these kinds of autonomy because many challenges
arise from engineering and assuring autonomy. There is currently no clear research com-
munity addressing autonomy. Existing research communities rather try to address the
challenges that autonomy brings for them. In the future, autonomy might become a disci-
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pline and research field of its own [14]. There are many definitions (e.g., [15–17]) involving
different notions of autonomy [18]. One notion is that autonomous systems are not con-
trolled or operated by a human operator. Therefore, they have to sense and understand
the environment. Based on this context awareness, which can also include anticipation of
future scenarios, they make decisions and act accordingly. This context awareness supports
situation-specific behavior, which is another notion of autonomous behavior and directly
related to dynamism. An autonomous system adapts dynamically to the current situation.
A further notion is the “self” of an autonomous system. An autonomous system does not
follow a few comprehensible simple rules but is based on learning or other techniques that
make the behavior hard to predict. This leads not only to challenges with respect to quality
assurance but also to descriptions such as “self-determined”.

3.2.6. Data-Intensive Systems

There is no SoS characteristic that hints at data-intensive systems, but for many
dynaSoS use cases, data are an essential aspect. Kleppmann defines an application as
data-intensive “if data is its primary challenge—the quantity of data, the complexity of
data, or the speed at which it is changing—as opposed to compute-intensive, where CPU
cycles are the bottleneck” [19]. This is equivalent to the concept of Big Data. In simple
terms, Big Data is a situation that occurs when conventional approaches to data processing
(i.e., moving data from storage to the main computer memory for processing and then
moving the results to storage) become virtually unfeasible or too expensive. Big Data can
occur because the amount of data is simply too large to be processed by the computer
at hand. It can also occur because the speed at which the data must be processed is too
demanding [20,21].

4. Research Challenges

We use the dimensions scope and characteristics to classify the challenges of dy-
naSoS. In this section, we focus on the challenges clustered according to the dimension
“characteristic” of dynaSoS.

4.1. Heterogeneity and Openness

The technical systems in a dynaSoS are potentially heterogeneous in any technical
dimension, including, for example, hardware, software, networks, and protocols [22–24].
Finding common languages and ways to interoperate is part of the digitalization jour-
ney, and we already see interoperability artifacts, such as taxonomies, norms, stan-
dards, or reference architectures (like AUTOSAR, https://www.autosar.org/, last visited
1 April 2024; RAMI 4.0, https://www.plattform-i40.de/IP/Redaktion/EN/Downloads/
Publikation/rami40-an-introduction.html, last visited 1 April 2024; or the Smart Grids Archi-
tecture Model (SGAM), https://energy.ec.europa.eu/smart-grid-reference-architecture_
en, last visited 1 April 2024) that help overcome heterogeneity issues. Such standardiza-
tion activities help to find a common language for communication between engineers,
communication between technical systems, and communication between humans and
technical systems.

There are many interoperability challenges, even if we only consider the simplest
case where a small dynaSoS is developed by a single company. First, it is challenging to
assure that contextual data are interoperable so that all systems have a sufficient un-
derstanding of the scenario in order to achieve the objective of the dynaSoS. Proper
decision-making requires correct context information, but confidence in correctness is
always limited. For this reason, the sender of information has to communicate the
level of confidence in the correctness of the information so that the receivers can take
this into account when making decisions or deriving information and determining the
confidence in the correctness of this derived information. This issue is addressed by
Conditional Safety Certificates (ConSerts) and Digital Dependability Identities (DDIs)
(https://real-time-conserts.feuerberg.iese.fraunhofer.de/opus/overture.html, last visited 1
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April 2024). ConSerts and DDIs have reached a high technology readiness level, but their
adoption by industry is pending. A major reason why such interoperability solutions with
a high technology readiness level are still the state of the practice is that the collaboration
features of a product are only valuable for a customer if enough other products in the field
have related collaboration features. For instance, a tractor that provides an open interface
for its control only makes sense if there are some tractor implements in the field that use
this interface.

In addition to direct collaboration between increasingly autonomous machinery, larger
vertical dynaSoS also require indirect collaboration via (cloud-based) infrastructure and
data spaces and the integration of the knowledge provided by sector-specific data spaces.
This is also reflected in the roadmap in [25], which presents an evolution of shared con-
text awareness in the context of the cloud and infrastructure (cf. dimension “Cloud and
Infrastructure” in Figure 1 of [25] and related sections). One challenge in the context
of knowledge integration are possible mechanisms that can query data across different
formats and structures [26]. Ideas toward modeling and meta-modeling raise questions
about the adequate level of the abstraction of these models—in order to prevent both
oversimplification and overengineering—and bring with them computational challenges
related to efficiency when we talk about large models [27]. As the details of each sys-
tem are not or cannot be known in advance by the other systems, black-box integration
via interface specifications is needed—which, in turn, poses a challenge for achieving
interoperability [28].

For horizontal dynaSoS, cross-domain interoperability has to be established. This
requires collaboration between sector-specific interoperability working groups, like those
in the German Plattform Industrie 4.0, or the agrirouter (https://agrirouter.com/en/, last
visited 1 April 2024) working groups.

For large and holistic dynaSoS, the limited scope of political systems is an issue.
A political system can introduce strict (regulatory) interoperability rules to avoid that the
local business-driven perspective from companies hinders interoperability solutions that
are better from a more holistic perspective. However, the more holistic perspective of
the political system might not be large enough, as it is limited to a certain region. Even
though regulation is a powerful means to influence the evolution of SoSs, established SoS
engineering guidelines like ISO/IEC/IEEE 15288 [29] consider laws and regulations as
input for SoS engineering but not as something that can be adjusted.

4.2. Continuously Improved and Innovation-Driven

Continuously improving the systems in a small dynaSoS requires handling the asyn-
chrony of changes [30,31]. Changes to one system can affect the behavior of the entire
dynaSoS. The development teams responsible for different systems require means to ensure
that changes are integrated smoothly and that there are no conflicts between different
systems. This requires a clear understanding of the overall architecture and an effective
communication strategy that enables teams to work together seamlessly [32,33]. Partic-
ularly in safety-critical domains, it is essential to have an effective change management
strategy that enables changes to be integrated into the systems without compromising safety.
Safety engineering artifacts like safety assurance cases [34,35] need to be updated when the
system or its environment changes. Field feedback from experiments with demonstrators
can be used for bootstrapping confidence in future safety based on past safe operation [36].
Furthermore, continuously improving the safety-related parts of systems is challenging
from the perspective of regulation and certification. Regulations and safety standards
demand all essential safety functions to be realized. If essential safety functions are realized
by a dynamic composition of (autonomous) systems, then it is challenging to assure that
the essential safety functions are always provided in sufficient quality. Research addressing
this issue is referred to as runtime certification [37] or dynamic risk management [38].

Larger vertical dynaSoS involve cloud-based approaches and data spaces to enable
collaboration between small dynaSoS. Continuous and innovation-driven development is

https://agrirouter.com/en/
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common in this area [39] to improve the quality of software systems, but their adoption by
an organization is challenging and needs time [39,40]. Moreover, cloud-based software is
typically developed faster than embedded software. The different speed in development
makes it more challenging to handle the previously mentioned asynchrony of changes.

Horizontal dynaSoS and holistic dynaSoS do not lead to additional software engineer-
ing challenges but may put into question whether an innovation is reasonable. From the
limited scope of a sector or a region, a technology transition may be reasonable as side-
effects on other sectors or other regions in the world are not taken into account.

4.3. Complexity

Small dynaSoS are complex systems even though they might not have many con-
stituent systems. One reason for this is that the constituent systems can already be very
complex. For instance, humans and autonomous robots are complex. It is hard to predict
and explain how they behave in a particular situation. Another reason is that the number
of possible interactions grows exponentially with the number of interconnected systems. It
is therefore hardly possible to monitor all possible interactions and predict the resulting
behavior of the dynaSoS. In addition, the effect of interactions can be non-linear. This
means that small changes can have large consequences (the butterfly effect). For instance,
small disturbances like a lane change of a single (autonomous) vehicle can cause a traffic
jam several kilometers away [41]. Emergent phenomena and butterfly effects are unsolved
issues when it comes to assuring dependability attributes, like safety. Leveson argues in [42]
that for “the complex, software-intensive systems being created and operated today, non-
linear accident causality models and analysis techniques are needed”. In [43], the author
proposes considering safety as a dynamic control problem. This approach and the related
methods are the state of the art and the state of the practice for coping with the complexity
of collaborative autonomous vehicles, robots, drones, and other kinds of machinery.

Larger vertical or horizontal dynaSoS are composed of complex systems, including,
for instance, small dynaSoS, social systems, or ecological systems. When engineering
larger vertical or horizontal dynaSoS, one has to cope with the behavior that emerges
from the interaction of the (emergent) behaviors of these complex systems. For instance,
the inadequate behavior of a smart grid may cause a power outage with severe conse-
quences. Dealing with such harmful scenarios in large dynaSoS differs from handling
harmful scenarios in small dynaSoS. In [44], we elaborated on this difference using a flood
management system as an example. Similar modeling and analysis techniques might be
applicable at every hierarchy level because non-linearity, feedback loops, and other features
that contribute to emergent phenomena occur at all hierarchy levels. However, the skills
and incentives of the stakeholders involved regarding the tailoring and application of such
techniques differ. In his seminal book The Logic of Failure [45], Dietrich Dörner presents
six modes of faulty behavior in coping with complex systems. One of them is insufficient
coordination of different measures. The larger the scope of a dynaSoS, the more challenging
this issue and the more this is a pure political and social issue. Systems and software
engineering are rather a means to implement some (complex) measures, like the transition
from a conventional energy system to a smart grid. In the domain of software engineering,
complexity and emergent phenomena have been acknowledged, and shifts in the way
systems and software are engineered and operated are already taking place [46]. Even
if novel processes or development approaches are in place, failure management for com-
plex systems remains a major challenge [47]. A major issue is that factors influencing the
behavior of components might not be measurable directly. Assessing causal effects and
finding root causes of problems in software systems is a long-standing problem, and many
techniques and processes such as immutability, using a staging environment to test systems
in conditions as close as possible to the real ones, A/B testing, and others have been devel-
oped to assess and improve software quality. In parallel, identifying causes and assessing
causal effects in complex systems is a problem that research fields such as causal infer-
ence and causal discovery seek to address. These fields provide methods for identifying
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and evaluating causal effects even when the underlying data are not from randomized
experiments or when confounding factors cannot be measured [48,49]. While some causal
inference methods have found their way into software engineering [50], determining the
root cause of quality in complex software systems remains a challenging aspect. Apart from
such technical aspects, organizational aspects also need to be considered [46]. For instance,
Spotify [51], Github [52], or Valve [53] have adopted a less hierarchical type of structure to
manage complexity. These have been shown theoretically [54] to improve information flow
and are thought to be one of the reasons why such organizations are better at engineering
complex software. However, the question of how the complexity of the system being built
affects organizations, their processes, and their missions is far from being resolved [55].

4.4. Distributed Systems

Small dynaSoS may involve constituent systems that are already distributed systems.
For instance, Jo et al. [56] propose a distributed system architecture for an autonomous
vehicle. Such a distributed architecture for a single (not geographically distributed) system
addresses the internal feedback loop of an autonomous system but not the collaboration
between autonomous constituent systems [14]. This collaboration will require new meth-
ods to manage interference, for example, in terms of timing, memory usage, or power
consumption [57].

Larger vertical and horizontal dynaSoS involve cloud-based solutions and data spaces.
Decreasing latency by means of new generations in mobile technology (5G and 6G) makes
the computational power and memory of clouds attractive for many use cases. The applica-
tion software of devices can be shifted to be executed in the edge or the cloud instead of
running from devices to the edge or the cloud. This edge-to-cloud trend is complemented
by a cloud-to-edge trend. Processing needs to be closer to where the data are produced
in order to address latency, security, privacy, and environmental needs. One objective in
this context is to achieve the cloud–edge–IoT computing continuum [58]. This provides
additional means for distributed computing and increases the flexibility to execute software
on available hardware resources in the cloud–edge continuum. On the one hand, the dy-
namic allocation of software to hardware resources can minimize the required resources
and energy. On the other hand, it creates challenges for assuring critical system properties,
like safety. Safety standards for single systems such as road vehicles or agricultural ma-
chinery provide guidance for dealing with failures of execution platforms for application
software. The safety requirements for the execution platform depend on the criticality
of the application software. Moreover, it needs to be assured that application software
of lower criticality does not affect application software of higher criticality via shared
resources for their execution. Fulfilling such requirements is challenging if approaches are
applied that are common in distributed computing and cloud computing. For instance,
containerization enables the deployment of multiple applications using the same operating
system on a single virtual machine or server. If the applications have different levels of
criticality, then it is challenging to assure freedom from interference requirements. On the
other hand, these approaches enable the implementation of dynamic safety mechanisms.
For instance, containerization can be used to run several copies of a safety-critical appli-
cation and implement fault tolerance based on voting strategies. The number of replicas
can be changed at runtime depending on the current criticality of the application. This
is a promising approach, but common-cause failures need to be considered. The general
research questions are as follows: Which conventional safety measures can be applied
in the context of distributed computing and cloud computing? Which additional safety
measures can be applied? How can one demonstrate that all applied safety measures are at
least equally effective as conventional ones?
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4.5. Data-Intensive Systems

One way of thinking about how data-related challenges might arise in dynaSoS is
to look at the data lifecycle and the different activities taking place: generating, storing,
exchanging, transforming, using, archiving, and finally deleting data.

In the case of external systems generating data, questions arise as to whether this
information can be trusted, what the context and application for which these data were
generated are, and whether it is transferable to another system operating in a different
context and for a different purpose. It is also possible that the data sources provide their
information in different modalities (e.g., text, images, videos, audio, etc.). Merging different
data sources is known as data fusion [59]. Recent advances in deep learning have improved
multimodal data fusion techniques, but this research and its applications are still in a
preliminary stage [60].

Exchanging and sharing data leads to challenging aspects of data protection, data
usage control, and data sovereignty: Who has what kind of data, who has access and for
what purpose, and how are the data being used and exploited? The issue about who owns
the data that are collected and exchanged has not been solved, and there is a legal vacuum
regarding this topic [22]. Beyond the legal implications, there are also ethical concerns,
especially when personal data are involved.

Finally, data end-of-life can be problematic. With the volume of data generated
and stored increasing, a growing number of organizations are faced with the problem of
deciding what data to archive and what to delete.

A key challenge across the data lifecycle phases is data quality. Data preparation is
claimed to consume much of the time of any data-driven project. Data quality is a broad
topic, and several standards have been devised to define it (e.g., ISO 8000 [61], ISO/IEC
25012 [62], or ISO/IEC 5259 [63]). There are basically two main sources of problems
that can cause poor data quality. The first one is related to the way data are acquired,
transformed, and stored. For example, the resolution of the initial measurements might be
insufficient; raw data might be aggregated and transformed, losing some information on
the way; and storage capacity may impose limitations on how much data can be kept and
how good its resolution can be. This first set of challenges is common to every software
system, whether data-intensive or not, but increases with the scale and complexity of the
software system.

The second aspect relates to the intended use of the data and is particularly rel-
evant to data-driven decision systems. Data capture only part of reality. This means
that some relevant information may be missing. More importantly, a part of reality
that is irrelevant to the problem at hand may be captured by the data. Some of the
latest AI applications have recently been accused of not being fair and of perpetuating
stereotypes. One example is the Word2Vec method, which transforms words into vec-
tors. When trained on available data from news articles, it has been shown to repro-
duce gender stereotypes [64]. Research on algorithmic fairness, accountability, and trans-
parency has grown in recent years (see, for example, work conducted and published
at these conferences: https://facctconference.org/, last visited 1 April 2024), providing
initial tools to avoid this kind of undesirable behavior in data-driven systems and also
helping to identify and address related data quality issues, which have in turn been im-
plemented in major cloud providers (see, for instance, https://docs.aws.amazon.com/
sagemaker/latest/dg/clarify-fairness-and-explainability.html, last visited 1 April 2024,
or https://learn.microsoft.com/en-us/azure/machine-learning/concept-fairness-ml, last
visited 1 April 2024). However, these problems are far from being solved and will be
relevant for dynaSoS.

4.6. AI-Based Autonomy

The autonomy of the constituent systems in a small dynaSoS is typically achieved by
applying approaches from the discipline of AI. For instance, sub-symbolic AI approaches
like deep learning can be used for realizing the sensing part of a sense–plan–act archi-
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tecture. A challenge in this regard is that the output of data-driven models is subject to
uncertainty [65]. One approach to dealing with this uncertainty is to estimate it during
operation and consider the estimated uncertainty in the subsequent planning of the be-
havior [66]. Symbolic AI approaches can represent knowledge that is required to realize
the planning part. As shown in Figure 1 in the German AI standardization roadmap [67],
the combination of learning methods and knowledge-based methods is a promising research
direction. Last but not least, AI also deals with agent-based systems or the collaboration of
autonomous systems. Consequently, AI addresses many functional aspects for developing
small dynaSoS, but it does not consider safety and other dependability attributes. Accordingly,
a series of scientific workshops have been launched in recent years to address this gap, e.g., the
workshops WAISE, SafeAI, and AIsafety.

Larger vertical and horizontal dynaSoS may also involve autonomous control. For in-
stance, a smart grid may autonomously control the flow of energy, an intelligent traffic manage-
ment system may autonomously control the traffic flow, and a smart city may autonomously
control the interaction between its smart grid and its intelligent traffic management system.
Autonomous control is based on context awareness, including an understanding of how the
current situation may evolve. The larger the scope of a dynaSoS, the more additional sources
for context information are available. However, access to context information with sufficient
quality is often the bottleneck when it comes to realizing autonomous control. For instance, it is
even challenging to obtain high-precision indoor positioning [68], due to the accumulation of
adequate data, context factor discovery, and filtering of contextual information [69]. Another
challenge is the design of autonomous control because it is difficult to identify which of all the
available contextual information is relevant for a certain task of interest, or how the individual
contextual factors can be combined to describe a context-aware behavior [70]. A special aspect
of context-aware behavior is the consideration of risks or possible harmful scenarios [71].
It is challenging to formalize risks and measure them because of their subjective nature.
Accordingly, automated risk reasoning raises questions related to the ethics of risk. These
questions have been studied in the context of automated driving [72] but not with respect
to risks due to the emergent behavior of large horizontal dynaSoS, like a smart city.

5. Discussion

Based on the identified research challenges, we discussed in the project what might
be concrete ideas for future topics regarding the engineering of dynaSoS. The discussion
is still ongoing, but we would like to present some ideas where we currently see research
directions. This list is neither complete nor on a very detailed level (a comprehensive
organization of directions, impact, and time frame is available in [73] together with a
detailed mapping of the research challenges and research directions), but it can provide
some impressions and might serve as a baseline for future ideas and refinements. We
organized our ideas for research directions into six clusters, as shown in Figure 4.
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5.1. Automated Software Engineering for dynaSoS

The automation of software engineering tasks has long been a goal of research and
industry. The development of technologies (e.g., cloud, fog, edge, and serverless), the scope
of systems to be developed, and advances in analysis methods influence each other and
increase the need for research in this area. One direction is the research efforts in the
area of automation of software engineering tasks (including, but not limited to, AI-based
approaches) while ensuring that these new methods can be empirically validated in realistic
configurations. Other important points include ensuring that the underlying analytics
methods do not lead to a lock-in effect (e.g., only a few organizations can train very large
deep learning text models, such as Microsoft, Nvidia, OpenAI, Facebook, etc.), considering
and mitigating the underlying costs in terms of power consumption, and continuing
research in terms of model privacy and explainability.

5.2. Reliable Data Management for dynaSoS

DynaSoS are data-intensive systems in which different organizations share information
and in which added value is created from data from different sources. As such, dynaSoS
require special attention to data management. The term “data management” encompasses
several data-related aspects, such as data architecture, data acquisition, data storage, data
quality, data integration, and data governance. In dynaSoS, large volumes of data are
generated in different formats and qualities. This poses both technical and organizational
challenges for the design, implementation, and operation of dynaSoS: On the one hand,
composite systems are fundamentally dependent on data to implement their autonomous
behavior and intelligence; on the other hand, the reliability of the data is impaired by
the great heterogeneity and openness that characterize dynaSoS. Ways need to be found
to design, implement, operate, and ensure reliable data for dynaSoS, thus making these
systems more resilient to the open nature of the environments in which they operate.
As possible research directions, we see investments in data acquisition methods optimized
for dynaSoS, in the design and development of data architectures for dynaSoS, and in the
exploration of appropriate data governance capabilities.

5.3. Engineering of Safe and Highly Trustworthy dynaSoS

The digital transformation of existing SoSs into dynaSoS is essential to counter eco-
logical risks, such as climate change. However, it also brings with it complexity and other
characteristics that contradict the well-known principles for avoiding and mitigating risks,
such as “Keep it simple, stupid!” (KISS principle). Security research already offers some
approaches for dealing with this conflict. We recommend supporting the further devel-
opment of these approaches, their integration, and their application to other aspects of
trustworthiness. This is particularly relevant for small atomic dynaSoS. To address larger
and holistic dynaSoS, we recommend in [74] broadening the scope of safety research and
integrating it with sustainability and complexity research.

5.4. Context-Aware Behavior in dynaSoS

Usage scenarios for dynamic systems of systems are often presented as smart scenarios,
e.g., smart agriculture, smart health, smart mobility, and smart city. The “smartness” of
these scenarios is not perceived by anyone but humans, and context awareness is often
what is behind such smart behaviors. Therefore, it is realizing that the systems of the
future require investments to address the current technical challenges associated with
context-aware systems, which are amplified given the characteristics of dynaSoS. We see
further research in the field of software engineering of context-aware systems, covering
both design-time and runtime aspects.

5.5. Value-Based Engineering of dynaSoS

Economic rules and regulatory constraints determine which atomic dynaSoS are
developed from scratch and how existing SoSs are transformed into dynaSoS. They must
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be consistent with the values of the societies or individuals concerned and create the
right incentives for sensible change. Even though this open topic belongs to the realm
of sustainability science, ethics, and regulatory science rather than computer science,
systems and software engineers are increasingly confronted with profound societal and
environmental issues, and software engineering has a role to play. Although ethics and
sustainability have long been part of the engineering curriculum, they are still electives,
and the training for practitioners is inadequate. The IEEE 7000 series of standards already
addresses this topic, but there is a lack of concrete methods and tools for implementing its
requirements. In particular, methods and tools that allow the potential sustainability effects
of software systems to be investigated are still in their infancy. We therefore recommend
accelerating research and application at the interface of systems and software engineering,
ethics, and sustainability.

5.6. Engineering of Emergence and Resilience

DynaSoS are inherently complex, and their behavior depends on complex non-linear
interactions at multiple levels. The development of such complex systems requires an
appropriate mindset, methods, and tools. Recent advances in complexity science and the
science of complex networks are generally applied to software development. For example,
understanding the flow of information in complex networks such as Small Worlds has led
some companies to shift their organizations to flatter structures to improve communication
and value flow. However, it is unclear how ideas from complexity science are being
incorporated into software development. Apart from the fact that they speak different
languages, the challenge is that complexity science examines emergent phenomena through
the lens of models that describe complex systems as a whole and looks at the problem at
a macro level. Software engineering, on the other hand, is concerned with the design of
components that are part of complex systems and must deal with the situation that the
overall view of the whole is only partially available. We recommend continuing to support
transdisciplinary projects in order to transfer methods from basic research on complex
systems (e.g., from non-linear physics, network science, or the social sciences) to the field
of software engineering.

6. Related Work

Several roadmaps and research agendas are related to our work. The roadmaps
in [75–77] were developed in the context of EU projects. A similar methodology based
on interviews and literature research was applied for deriving the roadmaps. The focus
was on SoS engineering and [78] specifically focused on SoS requirements engineering.
In contrast to that, we focused on additional aspects like the dynamism that dynaSoS have
compared to conventional SoSs and the related role of data and AI.

In [79], the International Council on Systems Engineering (INCOSE) published a
vision for the evolution of systems engineering until 2035. It presents challenges and
recommendations related to SoS engineering. In contrast to this work, it focuses less on
research and addresses the systems engineering community. We adopted the differentiation
between technology complexity and scope complexity from INCOSE’s vision 2035. We
presented a more detailed discussion on scope complexity in [74]. The advanced systems
engineering strategy presented in [80] outlines recommendations for government, industry,
and science to advance systems engineering. However, the scope is limited to engineering
within regulatory constraints, and regulatory science for developing reasonable regulation
is not considered. In [33], a research roadmap addressing AI for systems engineering and
systems engineering for AI is presented. It abstracts from the scope of engineered systems,
like small vertical dynaSoS or large dynaSoS. Papers specifically focusing on architectures
are presented in [81–87]. Our focus is broader, as we consider research fields related to
properties of dynaSoS. The research agenda in [88] focuses on the modeling and simulation
of dynaSoS.
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A roadmap for ultra-large-scale systems is presented in [89]. The scope is limited to
ultra-large-scale systems, which relates to horizontal dynaSoS. Small atomic dynaSoS and
the relation between different scopes of dynaSoS are not considered.

The position paper from SafeTRANS on Safety, Security, and Certifiability of Future
Man-Machine Systems [16] describes a hierarchy of cyber–physical systems (CPSs) by
distinguishing between individual cyber–physical systems (CPSs), groups of CPSs, homo-
geneous collectives of CPSs, and heterogeneous collectives of CPSs. This hierarchy relates
to the scopes of the dynaSoS that we presented in Section 3.1. One difference is that we
focus more on the overall SoS with its properties and not only the technical CPS parts of the
SoS. Furthermore, we have a broader scope and consider not only safety and security but
also aspects like sustainability. The report in [16] describes the evolution of autonomous
systems in different domains and how they grow together across domains. It focuses on
opportunities and risks regarding the different application domains and, unlike our work,
not on a literature review for describing the research landscape. The strategic research
report in [90] considers SoSs as one out of four foundational technology layers and presents
SoS challenges as well as a long-term vision for SoSs. The report was developed in parallel
to our dynaSoS classification scheme. After its publication, we incorporated relevant results
into our dynaSoS scheme.

7. Conclusions

Research addressing SoSs has a long history. Nevertheless, SoSs are also a core aspect
of many current research agendas. Why is this the case? One possible answer is that there
are many new research questions because the answer to one question typically generates
several new questions. Advances in distributed ledger technology, AI, and other fields
open up new opportunities for solving unsolved research challenges. Furthermore, there is
an increasing need to apply SoS thinking in order to address sustainability issues.

We see climate change and other sustainability issues as major drivers for the (digital)
transformation of existing SoSs. We proposed distinguishing between different scopes
of SoSs in order to reflect on the evolution of different SoSs and the dependencies be-
tween them. Technology-oriented research roadmaps tend to focus on smaller SoSs where
ecological and political systems are largely out of the engineering scope. This limits the
opportunities to engineer sustainability, as the economic objectives of a small SoS might
be in conflict with the ecological or social objectives of the larger SoS in which the small
SoS is embedded. Research in the field of complexity science is not limited to this narrow
technology-focused scope. As shown in the complexity map [91], it increasingly involves
the application of complexity theory for managing challenging policy issues. We conclude
that different scopes of dynaSoS demand the application of different research areas in order
to understand and control the evolution of SoSs. With our hierarchy, we want to take a first
step toward structuring the problem domain of SoS evolution and fostering collaboration
of the different solution domains in order to deal with the dependencies of SoS evolution.

We focused on the solution domain of software and systems engineering. In order
to structure this field with respect to SoS engineering, we related SoS properties like
geographic distribution to research areas like distributed systems engineering. In doing so,
we took into account that Big Data, AI, and autonomy strongly influence SoS engineering
and relate to the dynamics of dynaSoS. Furthermore, we discussed challenges for each
dynaSoS characteristic considering the different scopes that a dynaSoS can have. This
structuring approach was the best of all the approaches we tried. We conclude that this
approach might also be valuable for others who want to structure dynaSoS research.
Moreover, we believe that the content that we put into the structure may help other
researchers position themselves with their work and find related work.
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