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Abstract: The increasing rate of adoption of innovative technological achievements along with the
penetration of the Next Generation Internet (NGI) technologies and Artificial Intelligence (AI) in
the water sector are leading to a shift to a Water-Smart Society. New challenges have emerged in
terms of data interoperability, sharing, and trustworthiness due to the rapidly increasing volume
of heterogeneous data generated by multiple technologies. Hence, there is a need for efficient
harmonization and smart modeling of the data to foster advanced AI analytical processes, which will
lead to efficient water data management. The main objective of this work is to propose two Smart
Data Models focusing on the modeling of the satellite imagery data and the flood risk assessment
processes. The utilization of those models reinforces the fusion and homogenization of diverse
information and data, facilitating the adoption of Al technologies for flood mapping and monitoring.
Furthermore, a holistic framework is developed and evaluated via qualitative and quantitative
performance indicators revealing the efficacy of the proposed models concerning the usage of the
models in real cases. The framework is based on the well-known and compatible technologies
on NGSI-LD standards which are customized and applicable easily to support the water data
management processes effectively.

Keywords: smart data models; remote sensing; satellite imagery; flood monitoring and mapping;
flood risk assessment; data sharing; interoperability; water data management

1. Introduction

The water sector is undergoing the so-called fourth revolution, which encounters
the Industry 4.0 digital revolution. Hence, the water utilities have started to establish
water conservation strategies and transition toward digital transformation [1]. The digital
advancements, driven by the Next Generation Internet (NGI) technologies (e.g., Internet
of Things (IoT) and blockchain), Artificial Intelligence (AI), remote sensing (RS), data
modeling and semantic representation and reasoning approaches, etc., are being adopted,
causing the movement from Hydraulic Modeling 1.0 to 2.0 [2]. Recent advances in data
management and analysis have adopted several state-of-the-art technologies such as ef-
ficient and modular Context Brokers, data integration, and the creation of appropriate
data models. Context Brokers allow managing the entire lifecycle of context information
including updates, queries, registrations, and subscriptions [3,4].
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The intertwining of Al with affordable sensors, high-resolution remote sensing, and
communication technologies has contributed to the proliferation of big data in the water sec-
tor, driving the need for effective data-driven discovery, management, and processing [1,5].
Efficient and reliable water management decisions are obtained after the harmonization
and analysis of the massive volumes of data by utilizing innovative prescriptive analytics
and Al techniques [5]. Hence, long-term resilience against unexpected disruptive events
such as floods, droughts, etc., can be achieved.

Specifically, satellite remote sensing provides significant information for the moni-
toring of natural disasters [6]. Flood hazards are a constant threat to local communities
and infrastructures. The recent increase in the number of natural disasters has become
a global issue because of the damages to the hydrological and ecological environment
and human-made infrastructure, and the threat to human lives. Satellite remote-sensing
techniques provide valuable support for monitoring these disasters and for post-event
crisis management [7]. Due to flood hazards” negative consequences on societies and
economic aspects, it is critical to monitor and map those flood risks [8,9]. Improvements in
satellite technology along with an increasingly long historical period of Earth Observation
(EO) data available are resulting in the extended use of EO for flood risk assessment and
monitoring [10].

In 2017, the UN Office for Disaster Risk Reduction (UNISDR) proposed an updated
definition of disaster risk, incorporating the Sendai Framework for Disaster Risk Reduction
2015-2030 [11,12]. Therefore, disaster risk indicates the potential loss of life, injury, or
damage to assets that could affect a system, society, or community in a specific temporal
period. To calculate the disaster risk, we must take into account the factors of hazard,
exposure, vulnerability, and capacity. Regarding natural hazards, disaster risk can be
calculated and overall assessed by utilizing hazard, vulnerability, and exposure. Hazard
refers to the adverse event responsible for losses. It indicates the probability and intensity
within a specific area and time interval of a physical event. Hazard is estimated considering
the characteristics of the risk source, the corresponding location, and the intensity of the
physical process [11-13]. Exposure encompasses the condition of individuals, livelihoods,
housing, infrastructure, production capacities, economic, social, cultural assets, and other
substantial human assets that are located in hazard-prone areas and are vulnerable to
potential adverse impacts [11,12,14]. Vulnerability refers to the susceptibility of individuals,
communities, assets, or systems when confronted with hazardous physical events. It
encompasses the qualities of a person or group and their situation, which influence their
ability to anticipate, cope with, resist, respond to, and recover from the impacts of a physical
event [11,12,14].

Despite the progress made, the digitalization of the water sector is yet characterized
by certain gaps and challenges including technological, socioeconomic, environmental, and
regulatory aspects [15]. The lack of industry-wide standardization and regulatory policies
due to the fragmented, tailor-made solutions in the water sector, along with the issues
of interoperability, data sharing and trustworthiness, are considered the main barriers
to the digital transition of the sector [15]. Particularly, data integration is one of the
core responsibilities of data management and interoperability [16]. One challenge is the
incompatibility of data models, i.e., different software systems use specific or proprietary
terminology, data structures, data formats, and semantics. Data need to be interchanged
between software systems, and often, complex data conversions or transformations are
necessary. Data integration involves combining data from several disparate/heterogeneous
sources, which are stored using various technologies and it provides a unified view of the
data [16,17]. The complexity of data integration depends on various factors, such as data
models, data formats, and data precision; however, in most cases, it is non-trivial, so a
systematic and well-defined approach is necessary [16,17].

According to our knowledge, there are no data models relevant to satellite imagery
to support flood risk assessment analysis. Thus, in this work, two data models, namely,
the Satellite Imagery (https://github.com/smart-data-models/dataModel.Satellitelmagery
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accessed on 2 April 2024) data model and the Risk Management (https://github.com/
smart-data-models/dataModel.RiskManagement accessed on 2 April 2024) data model,
are designed and implemented adopting the FIWARE NGSI-LD standard. The aim is
to empower data sharing and interoperability by harmonizing heterogeneous data from
multiple sources (i.e., EO data, GIS-based data). The proposed data models facilitate
the data exchange, data-sharing trustworthiness and transparency among various legacy
systems, and different groups of stakeholders in the water sector. Also, they adopt a
coherent terminology and common semantic representation of data combining terms
of the fields of remote sensing and Risk Management. With these models, advanced
Machine Learning and Al technologies can be applied, easily focusing on various EO
and crisis management applications. In particular, in [18], a methodological framework
is proposed that enables flood monitoring and mapping by assessing the flood hazard
and risk, dynamically fusing optical remote sensing (Sentinel-1) and GIS-based data. The
aforementioned data models are utilized to populate the necessary data into the Machine
Learning models and also to store the results of the analysis.

Beyond these data models, a second aim of this work is to propose a general framework
that those models can be applied to and with which they can interoperably interact with
other components. Hence, a multi-layered architecture is proposed, which consists of layers
for data collection, data harmonization, interoperability, and storage as well as a layer for
advanced analytical processing of the data to visualize the results at the business layer. The
proposed framework is applied and evaluated in real case scenarios in the context of the
H2020 aqua3S (https:/ /aqua3s.eu/ accessed on 2 April 2024) project.

The core contributions of this work can be summarized as follows:

e  Establish two Smart Data Models, Satellite Imagery and Risk Management, based on
the FIWARE NGSI-LD standard to foster data management processes.

¢  Assistin the set-up of a unified terminology and semantic representation of data gener-
ated by remote sensing and flood risk assessment processes to facilitate interoperability
and data sharing.

*  Propose and evaluate in real case scenarios a broader framework for seamless interac-
tion with other components, featuring a multi-layered architecture.

¢ Relying on the proposed SDMs, the integration of advanced Machine Learning and
Al technologies for a wide range of EO and flood crisis management applications can
be adopted.

2. Background

In [19], a systematic review of data models for the big data problem is presented,
concluding, among others, that a data model is required to define the data structure
and storage as a way to meet the challenges of big data. Also, the article depicts the
significance of data models even in databases that lack static data models and flexible
schemas. Although there are a variety of data models with various purposes, there must be
a logical structure or format for data storage even at the program level. This is evidence
of the need for more focus and research on this issue [19]. In [20] the authors cover the
evaluation of six open-source and eleven proprietary database modeling tools using a new
and tailored approach. Based on [21], a data model is aimed to make data meaningful and
data communication possible for information needs while in [22], the data model includes
three concepts:

* A data model is a set of data structures that mainly describes data types, properties,
and relationships. The data structure is the basic part on which operations and
constraints are structured.

* A datamodel is a set of operators and inference rules that mainly describe types and
methods of operation in a particular data structure.

* A data model is a set of comprehensive constraints that can be used to describe
syntax, dependencies, and constraints of data to ensure its accuracy, validity, and
compatibility.
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On the other hand, due to the growing awareness of the Internet of Things (IoT), IoT
platforms were raised, such as FIWARE (https:/ /www.fiware.org/ accessed on 2 April
2024), which is a standard platform for developing Smart applications. It was launched
by the European Commission and aims to develop the core future technologies in the
IoT paradigm [23,24]. However, its use seems to be successfully adopted by a variety of
other applications. In [25], a data integration, harmonization and provision toolkit for
water resource management and prediction support is designed to adopt the FIWARE
NGSI-LD standard [27]. The NGSI-LD standard [26,27] is a well-established standard
(the first version was created in 2017) and provides a general-purpose API specification.
The specification, and some implementations, are open licensed. It is evolved by ETSI, a
technical standardization body (https:/ /www.etsi.org/ accessed on 2 April 2024). Some
features of NGSI-LD, like the time series and geo-querying of the information retrieved
from heterogeneous sources, make it particularly suitable for the aim of this research.
Besides this, it also allows the federation between different instances of the servers using
the standard (brokers), which empowers the users to use very different configurations and
allows horizontal scalability. From the semantic point of view, this standard manages any
type of data model structure, which helps to use very different types of data, geographical,
environmental, or simply any other type of indicator. In [28], a novel air quality monitoring
unit is implemented using clouding and FIWARE technologies, while in [29], an industrial
data space architecture implementation using FIWARE is carried out. The authors of [30]
describe a reference implementation for providing data analytic capabilities to context-
aware smart environments. Their implementation relies on FIWARE Generic Enablers
(GEs) and commonly uses open source technologies, a combination that has proven useful
for building other types of smart solutions such as digital twins [31], data usage [32,33]
controlled sharing environments, and enhanced authentication systems [34].

Smart Data Models by FIWARE

The Smart Data Models (https:/ /smartdatamodels.org accessed on 2 April 2024) is
a collaborative initiative to compile and curate data models in very different domains.
The data models have two major sources: on the one hand, directly from actual use cases,
and on the other hand, from open and adopted standards or regulations. Four non-profit
organizations are the board members, and more than one hundred organizations are
currently collaborating. Although the FIWARE Foundation is one of the board members,
the data models compiled are independent of the FIWARE platform (which uses NGSI-
LD standard) and can be used elsewhere. The models are open-licensed, allowing the
free use, free modification, or customization to local needs, and the free sharing of the
modifications only with the credit to the authors. One single source of truth for every
data model allows the automatic generation of the documentation (seven languages) and
export in several technical formats. The structure is also available in YAML and SQL, and
the examples are available in json json-ld, csv, geojson features, and DTDL. This initiative
pioneered the use of the agile standardization paradigm to compile data models (see
the Manifesto for agile standardization (https://github.com/smart-data-models/data-
models/blob/master/MANIFESTO.md accessed on 2 April 2024)). There are more than
1000 data models publicly available in github (https://github.com/smart-data-models
accessed on 2 April 2024) and include domains for environmental information (https:
/ /github.com/smart-data-models/dataModel. Environment accessed on 2 April 2024)
and for geographic imaging (https://github.com/smart-data-models/dataModel, https:
//github.com/smart-data-models/dataModel.Satellitelmagery accessed on 2 April 2024)
among others.

3. Methodology
3.1. General Considerations

The backbone of a FIWARE-compatible architecture is the NGSI-compatible Broker.
An NGSI compatible broker, unlike a messaging broker like RabbitMQ (https://www.
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rabbitmg.com/ accessed on 2 April 2024) or a stateless event streaming service like Apache
Kafka (https:/ /kafka.apache.org/ accessed on 2 April 2024), is meant to hold the current
state of a physical system in the form of digital twins. Instead of handling messages or
message streams of information in the publication/subscriber context, the NGSI-compatible
broker holds an entity corresponding to the physical component, which comprises several
values. Values can be updated by a client, and other clients can actively query the current
state of the entity. Clients can also subscribe to notifications generated when specific
attributes of one or more entities change.

An entity in this context is an expanded data model, including static (e.g., an entity’s
id), dynamic (e.g., an entity’s status), or even timestamped attributes that can be used to
generate time series (e.g., measurements produced by a sensor).

In our case of Earth Observations in the form of satellite imagery, the usual situation
is that the observations are available, along with the corresponding metadata in a data
hub (e.g., the Sentinel Hub), and they can be ingested, analyzed and combined with other
data to produce certain analysis results. This process requires the combination and often
harmonization to certain requirements of several heterogeneous types of data for their
ingestion by Al models, including static, dynamic, and time variable attributes.

These requirements led us to the selection of a digital twin approach, where an
Earth Observation and the accompanying metadata can be modeled as NGSI entities
including the Earth Observation, the instrument involved along with its configuration, the
satellite platform that carries it, the corresponding data hub, etc. This allows for the easier
integration of this information with other types of data (sensor measurements, citizen data,
OGS data, etc.) that have been modeled within the same context. Any resulting processing
as well as the final analysis results are also represented as entities in the same data model.

In our implementation, we opted for a linked data approach, using entities encoded in
JSON-LD format. In the context of linked data, every entity has a unique ID in the form
of a URL Linked entities have relationship attributes that take the URI ID of other entities
as values. This allows for the conceptualization of higher-level interlinked structures. In
this way, the entire process is easily integrable, transparent, and intuitive as well as easily
expandable to new data types.

3.2. Framework

In the figure below (Figure 1), the logical multi-layered architecture of the proposed
framework is illustrated. It consists of layers that allow acquiring data and information
from various external data sources (Data Collection layer), the transformation of those
data into the harmonized FIWARE-compatible data models (Interoperability layer), and the
storage, processing, and forwarding the data (Data layer) into the business layer. The latter
is responsible for the further advanced analytical processing of the data as well as the
visualization of the results to the operators.

Specifically, in this work, the data collection layer refers to the process of gather-
ing EO (Sentinel) data from the Copernicus API as well as the geospatial data through
legacy systems (GIS layers). The latter can be considered an external resource, and it
is mentioned as the GIS data model (Appendix A.3). The interoperability layer utilizes
the Visual Content Acquisition module to process the Sentinel and GIS data. The data
collection and interoperability layer is part of the Satellite Imagery data model described in
Appendix A.2 below.

Subsequently, in the data layer, data processed from the Visual Content Acquisition
module are stored using technologies such as OGC Web Services-Geoserver, Orion Context
Broker, and widespread techniques of Data Repositories. GeoServer is the reference im-
plementation of the Open Geospatial Consortium (OGC) Web Feature Service (WFS) and
Web Coverage Service (WCS) standards, as well as a high-performance certified compliant
Web Map Service (WMS). GeoServer forms a core component of the Geospatial Web. Orion
Context Broker (https://aws.amazon.com/blogs/publicsector /how-to-build-smart-cities-
with-fiware-orion-context-broker-and-cygnus-on-aws/ accessed on 2 April 2024), which


https://www.rabbitmq.com/
https://www.rabbitmq.com/
https://www.rabbitmq.com/
https://kafka.apache.org/
https://aws.amazon.com/blogs/publicsector/how-to-build-smart-cities-with-fiware-orion-context-broker-and-cygnus-on-aws/
https://aws.amazon.com/blogs/publicsector/how-to-build-smart-cities-with-fiware-orion-context-broker-and-cygnus-on-aws/

Information 2024, 15, 257

6 of 21

is an NGSI-LD compatible broker, gathers context information from diverse sources and
manages the lifecycle of this context information, from registrations, updates, queries, and
subscriptions (Appendix A.1).

Finally, in the business layer, the Crisis Classification and Decision Support Module is
developed and evaluated relying on the analysis of information obtained in the previous
layers by employing Al algorithms. The outcome of this process is the assessment of the
risk in a potential crisis or extremely hazardous event caused by natural or human-made
reasons. This module is based on the deployment of the Risk Management data model as
will be described in Appendix A 4.

Business layer

Crisis Classification And Decision Support 1
Module

Early Warning £

Y
REST (JSON - NGSI LD)
S B
Data layer
OGC Web Services 2]
(WES/WMS)
£] £] Web Map Services £J
Data Repository (Cygnus, Mongo (WMS)
DB, MySQL, Accumule, HDFS, File| | Orion Context Broker
Storage).
? Web Feature Server 2]
(WFS)

_________________________ R
REST API (NGSI LD}

Interoperability layer

g]
Visual Content Acquisition Module

REST (XML, GeoTiff)
Data Collectl'q'n

£]
Copernicus APls Legacy Systems

<<Device=> 2 =
Satellite GIS Layers

Figure 1. The logical architecture of the proposed framework.

4. Validation of the Smart Data Models

The proposed framework (Figure 1) that integrates those data models in a multi-
layered approach for the assessment of the flood risk is evaluated. The assessment of
the presented data models is carried out in a user-centered indirect manner, through the
verification of user satisfaction with the aqua3S modules that rely on these particular
models. It focuses on the user’s needs and revolves around the concept of establishing a
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practical scenario for the user, referred to as a simulated work task situation. The proposed
data models are evaluated in terms of their ability to adequately represent the necessary
information and populate data in a compatible NGSI-LD Context Broker. Unfortunately,
since these models were developed recently, there is no other similar system using them,
and thus we cannot directly compare our results with another platform. In the following
subsections, the descriptions of the real case scenarios that took place in the context of the
aqua3S project as well as the qualitative results are illustrated.

4.1. Scenaria Description

The scenario takes place in the city of Trieste (Figure 2), including the area nearby
(the city of Muggia and part of the Isonzo River Plain). In the region of Friuli Venezia
Giulia, the city of Trieste is the most populated one with approximately 410,000 inhabitants
in the metropolitan area, and it is located near the borders between Italy and Slovenia.
The city’s water supply system has always been unique since it presents some critical
challenges. Since Karst topography does not include any water sources close to the city, the
system relies on groundwater near the Isonzo River in San Pier d'Isonzo. To overcome this
limitation and connect the water distribution network to the main sources in the Isonzo
River Plain, two water mains are established. The first one runs along the coastline for
approximately 23 km, and the second one extends 18km under the sea. Water is then
pumped through a series of plants all over the city, up to the Karst area.

w n w u w
WGS84 (1‘:‘ {,C'; 2‘5’, ;}‘ ;2
2 k<] = b} =

EPSG4326

13°42
13°48'H

Figure 2. Region of interest including the municipalities of Trieste, Muggia and Monfalcone.

The study area covers numerous flood risk areas identified with the Flood Risk Man-
agement Plan (FRMP) of the Eastern Alps River Basin District (Decree of the Italian Pres-
ident of Ministry on 1 December 2023), redacted by the Water Authority of the Oriental
Alps River District (AAWA) under Directive 2007/60/EU. Due to their low ground eleva-
tion above sea level, certain investigated locations such as Muggia and the harbor area of
Trieste are vulnerable to flooding from high tides in the Adriatic Sea. These tides can be
exacerbated by meteorological factors such as rainfall and southern winds. Additionally,
the Isonzo River Plain, including San Pier d’Isonzo, where the main wells of the water
supply system are located, is at risk of flood caused by the Isonzo River, a significant
transboundary water body for the Eastern Alps River Basin District. Considering the flood
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risk in Trieste’s water distribution and supply system, one specific operational scenario was
simulated using satellite data coming from a storm that affected the area in November 2019.
This scenario is divided into two sub-scenarios: the first one affects the supply network
of Trieste, particularly the wells in the Isonzo River Plain, and the other affects the city’s
distribution network in the harbor area. This scenario involves the use of Risk Management,
GIS, and Satellite Imagery data models.

Scenario A—Blackout in the wells due to the high level of the Isonzo river: The intense
rainfall in the region has led to a significant rise in the water level of the Isonzo River in
San Pier D’Isonzo. The result is a blackout and disruption in the electrical equipment of
the wells responsible for supplying water to the city of Trieste, given their proximity to
the river.

Scenario A unfolds as follows: All operators log in to the platform according to
their designated roles. Initially, the Water Utility operator receives a warning from the
aqua3S platform, and then he/she calls from the call center, confirming the issue. With
the collaboration of the Water Authority and Water Utility operators, they explore the
possibility of the problem being linked to the flood of Isonzo River because the area falls
within the flood risk area as per the FRMP and displayed in the GIS interface of the system.
The Water Authority Operator checks the platform for available satellite images of the area.
Later on, the operator examines the platform analysis output and particularly focuses on
the water body mask and the water depth and velocity maps, generated through the GIS
and Satellite Imagery data models. Additionally, the operator checks out the flood hazard
and flood risk maps produced by the Risk Management data model. From these maps, the
operator understands that the level of the Isonzo River is notably high, particularly in the
area near the wells. Subsequently, the responsible staff at the Water Utility takes action by
utilizing the internal threat management procedure, evaluating potential threat levels, and
characterizing the location and possible response measures. The operator also checks the
Risk Management tool for crisis scenarios related to the current situation. As the crisis is
de-escalated, the issue is resolved, and the color of the sensor on the map reverts to green.

Scenario B—Damage to the pipes in Trieste due to high tide: during the same storm
event responsible for the high water level of the Isonzo River and supply network issues in
San Pier d'Isonzo, the weather conditions also cause an exceptional tide in the Adriatic Sea.
The high tide results in flooding the city area near the harbor and causing damage to the
pipes of the water distribution network in that area.

Scenario B unfolds as follows: Following the resolution of the previous malfunction,
the operators continue to monitor the platform for potential anomalies triggered by the
meteorological situation. The Water Supply operator identifies the damaged pipe(s) in the
static GIS layer of the water distribution network. This situation forces the operator to
understand that there is an unavailability issue, as the broken pipe does not allow water
supply to a specific area of the city, affecting a part of the citizens. The Water Authority
Operator examines the satellite data from the last few days to detect any possible flood
areas that could be causing the anomaly, and the Satellite Imagery data model generates
a flood mask for the Trieste and Muggia region. The Water Authority Operator observes
that the Risk Management data model algorithm has identified flooded areas in Trieste and
Muggia due to the tide. By comparing the generated FRMP maps of hazard, risk, water
velocity, and water depth with the static GIS Layer of the Trieste network on the map,
the operator confirms that the damaged section of the network matches with the detected
hazard and risk map.

An overview of the above scenarios, including information concerning the processes
and the data models that were involved as well as the inputs, outcomes, actors (operators),
and actions to be taken by them from the decision-making perspective, is illustrated in
Table Al and Table A2 respectively in the Appendix A.6.
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4.2. Quantitative Results

Following the paradigm of [35], who introduced the term “usability” encompassing
the concept of user-centered evaluation, this work adopts usability for assessing user
satisfaction. The term usability encompasses the examination of user engagement and
interaction. Furthermore, as per the ISO 9241-11 standard [37] usability is defined as the
product’s capacity to enable specified users to achieve defined goals with effectiveness (to
which level the user can achieve his/her goals), efficiency (to which level of effort the user
has to invest over the achieved accuracy), and satisfaction within a specific context of use.
Thus, effectiveness, efficiency, and satisfaction define usability (the level of comfort and
acceptability of use).

The participants involved in the evaluation were 29 professionals with diverse back-
grounds and significant work experience (i.e., over 5 years). Specifically, as depicted in
Figure 3, the majority of participants (41%) were technical partners from several companies,
while a significant proportion of the attendees held positions associated with water quality
and served as First Responders (24%).

Professional Background

Rescue service / Responder
Manager 3y

4% _\ r
Water quality / authority

7% ~—

Public health authority _
10%

Technical/Technology
- 41%

Engineer
14%

H\\“

Research
21%

Figure 3. Professional background statistics.

Regarding the participants’ professional backgrounds, the majority (59%) possessed
substantial experience, defined as over 5 years of experience as depicted in Figure 4. It is
worth mentioning that there was a good gender balance among the participants, with 59%
being male and 41% female.

Concerning the development and the usability of the platform, a questionnaire was
carefully designed that involves a series of questions including questions concerning
the modules related to satellite data usage and risk assessment. Hence, the participants
were tasked with assessing their level of usability along the following criteria Effectiveness,
Efficiency, and Satisfaction of each module. The responses were assigned weighted values
(ranging from 5 to 1, indicating strong agreement to strong disagreement) based on the
three aforementioned criteria. It is important to highlight that the questionnaire underwent
validation and approval from every consortium member. Furthermore, particular care was
taken to address any ethical concerns associated with the questionnaire’s formulation.

The findings of the research exhibit a positive level of responders’ satisfaction after the
usage of both data models. Particularly, approximately 96.4% of participants are satisfied
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(strongly agree or agree) with the easy use of the Satellite Imagery data model. Moreover,
they believe that it is useful for storing and exchanging information generated from the
analysis of satellite imagery (Figure 5). Similarly, 89.3% of the responders consider that the
Satellite Imagery data model is an efficient tool (agree or strongly agree) concerning perfor-
mance and time needed for completing their tasks with adequate accuracy. Significantly
higher is the percentage of responders who consider that the particular data model can
assist them in completing their task accurately compared with those who are neutral or
disagree (85.7% against 14.3%).

Professional experience
14

12

10

1-5years 5-10 years 10 - 15 years More than 15 years

Figure 4. Professional experience statistics.

Usability of Satellite Imagery Data Model (in %)

Effectiveness 46.4 39.3 10.7 3.6

Efficiency 57.1 32.1 7.1 3.6

Satisfaction 64.3 32.1 3.6
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

W Strongly agree M Agree M Neutral M Disagree B Strongly disagree
Figure 5. Satellite Imagery data model questionnaire statistics in percentages.

Similar findings can be drawn concerning the usability of the Flood Risk Management
data model (Figure 6). In total, 89.3% of responders are satisfied after the usage of the
particular model (strongly agree or agree). Additionally, they believe that it can effectively
aid them in completing their tasks reliably (level of effectiveness is around 89.3%). Slightly
different are the results in terms of the efficiency of the Flood Risk Management data model,
where the percentage of participants who agree that this DM is efficient reaches 82.1%
against those who are neutral (17.9%). One potential reason is that the creation of Flood
Risk Maps depends on data models (i.e., Satellite Imagery) and other processes that may
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insert a slight delay in the visualization of the flood hazard and risk maps. This can be
translated as an inefficiency of the DM by a few responders.

Usability of Flood Risk Management Data Model (in %)

Effectiveness 42.9 46.4 10.7
Efficiency 39.3 42.9 17.9
Satisfaction 57.1 32.1 3.6 7.1
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

B Strongly agree W Agree M Neutral B Disagree M Strongly disagree
Figure 6. Flood Risk Management data model questionnaire statistics in percentages.

It’s worth noting that none of the responders expressed strong disagreement regarding
the usability of both Smart Data Models. As a result, the category indicating strong dis-
agreement (represented by red color) does not appear in the above figures (Figures 5 and 6).

5. Conclusions

Water is the lifeblood of many other sectors, such as energy, agriculture, industry, etc.,
by supporting their processes. Hence, the digitalization of the water sector through the
deployment of digital solutions fosters the Twin Transition (digital and green transition) as
well as water security, sustainability, and resilience. The emerging technologies for water
data acquisition, smart processing, and sharing provide positive reinforcement for the
processes of data management in the water sector. Facilitating a faster adoption of the
data representations by defining common standard-wise Smart Data Models enhances the
data-sharing trustworthiness and promotes interoperability.

In this context, this work proposes two Smart Data Models which are FIWARE com-
patible and facilitate the modeling processes of the satellite imagery as well as the flood
risk assessment. Additionally, a general multi-layered architecture has been described to
adequately incorporate those data models in a workflow, exhibiting their efficiency and
applicability. Through the real-case scenarios, the proposed approach has been evaluated
using qualitative and quantitative key performance indicators.

In process-oriented organizations, the evaluation of the data models in real-case
flooding events can be challenging. The early-stage achievements and progress achieved
can be assessed through early-stage validation via pilots and proof-of-concept efforts. Since
the assessment of the data models is indirect, there is no direct connection between end
users and SDMs. Thus, the proposed models are part of the general process that has been
applied in real scenarios. The end users evaluate them through surveys using a meticulous
questionnaire that was designed and approved by the consortium members, taking into
account the ethical considerations and matters. To this extent, comparisons among similar
platforms are impossible to occur due to the limitation of data and lack of interoperability
of the modules of different systems.

The conclusions from the qualitative research that took place in the content of the
aqua3s framework reveal a high level of participants’ satisfaction regarding the usability
of the Satellite Imagery data model and the Flood Risk Management data model. Users
find the Satellite Imagery data model easy to use and valuable for storing and exchanging
information coming from the satellite imagery analysis. Similarly, the Flood Risk Manage-
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